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Abstract

The performance of modern wireless systems within buildings is primarily limited by interfer-

ence from other users and other systems operating in close physical proximity. In order to

estimate system performance in the presence of interference, reliable models to predict signal

strengths (and other channel parameters) are required. Currently, empirical models based on

experimental measurements are widely used. However, these models inherently lack an electro-

magnetic or physical basis and can vary considerably between buildings. Indoor environments

can be very complex, and improved accuracy and a more thorough understanding of how the

radio waves propagate may be gained through an electromagnetic approach. However, the high

computational costs of fully-electromagnetic techniques, such as the Finite-Difference Time-

Domain (FDTD) method, limits their applicability for day-to-day system planning purposes at

this stage.

The research presented in this thesis describes a series of FDTD investigations of the indoor

radio channel, using two- and three-dimensional geometries, with the aim of identifying the dom-

inant mechanisms governing propagation within buildings. Mechanistic models are proposed

by developing computationally efficient approximations for each mechanism. The complexity of

the propagation processes can make conclusive identification of the mechanisms difficult, how-

ever various visualisation techniques developed in this thesis can be used to infer the dominant

propagation paths. Central to the development of mechanistic models is a through assessment

of the limitations of the FDTD method to model propagation within buildings, particularly

the use of two-dimensional representations of the geometry, the impact of furniture and other

details, and comparisons with experimental measurements.
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Acronyms

BER Bit Error Rate

CDF Cumulative Distribution Function

CDMA Code Division Multiple Access

CIR Carrier-to-Interference Ratio

FAF Floor Attenuation Factor

FDTD Finite-Difference Time-Domain

FSS Frequency Selective Surface

GO Geometrical Optics

ISM Industrial, Scientific and Medical

ITU International Telecommunications Union

LOS Line-of-Sight

MRTD Multi-Resolution Time-Domain

OFDM Orthogonal Frequency Division Multiplexing

PRBS Pseudo-Random Binary Sequence

PSTD Pseudo-Spectral Time-Domain

RMS Root Mean Square

SIR Signal-to-Interference Ratio

TEz Transverse Electric

TMz Transverse Magnetic

U-NII Unlicensed National Information Infrastructure

UHF Ultra-High Frequency

UPML Uniaxial Perfectly Matched Layer

UTD Uniform Theory of Diffraction

WLAN Wireless Local Area Network

Symbols

A0 calibration constant between FDTD and GO field values

c0 speed of light in a vacuum (299,792,458 ms−1)

d0 reference distance

d distance

D diffraction coefficient

D mean excess delay

erfc(·) complementary error function
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E vector electric field

E electric field component

f frequency

h height

H vector magnetic field

H magnetic field component

I0(·) zero order Bessel function

j
√
−1

k wave-number

K Rician K-factor

L generalised loss

L transmitter-receiver separation distance

n distance-dependency exponent

~p(·) position

Pout outage probability

Pr received power

Pt transmitted power

PL path-loss

Ph(τ) power-delay-profile

r radial distance from source

S delay spread

S Poynting vector

t time

t0 pulse lead-in time

tw pulse width

T floor thickness

U(·) unit step function

∆ lattice cell dimensions

∆t time-step

ǫ0 permittivity of free-space (8.854187 × 10−12 F/m)

ǫr relative permittivity

η0 impedance of free-space (376.73031 Ω)

θ azimuth angle

λ wavelength

µ0 permeability of free-space (4π × 10−7 H/m)

µr relative permeability

π 3.1415926

ρ correlation coefficient

σ2 mean power

σ
E

electric conductivity

σ
M

magnetic loss

τ time-delay

φ elevation angle

φ diffraction angle

φ′ incident angle

ω angular frequency
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Chapter 1

Introduction

The incessant demand for information has been (and remains) the driving force behind the

development of reliable methods to communicate over long distances. Early technological ad-

vances, such as Cooke and Wheatstone’s electric telegraph in 1837 [1, pp. 59–60], helped extend

the range (and speed) information could reach; and by the end of the 19th century communica-

tion networks—in the form of terrestrial and undersea telegraphic cables—connected continents

and spanned the globe. However, in the year before the first trans-Pacific cable was completed

(1902)—connecting Australia and New Zealand with the United States—Marconi demonstrated

the use of radio waves to transmit messages across the Atlantic ocean [1, p. 94]. Further

‘demonstration’ experiments, communicating to mobile receivers such as ships, aircraft and

automobiles, confirmed the potential capabilities of radio and sparked the commercial interest

that remains to this day.

Although the first (civilian) land-mobile radio communication systems were installed in the

1920s—initially for police departments in the United States—these were usually not available

to the general public1 [2, pp. 2–3]. Furthermore, these early systems could only support an

extremely limited number of users over relatively small geographic areas, and lacked connec-

tivity to other networks. The public interest in radio communications, coupled with tech-

nologies developed for the early systems (including frequency modulation and superheterodyne

receivers) and advancements in manufacturing, led to the deployment of the first commercial

mobile radio-telephone system in 1946 [1, p. 144]. This system operated at 152 MHz, and as a

single transmitter was used to cover an entire metropolitan area, capacity was extremely lim-

ited [3, p. 3]. Despite the major technological advances, mobile radio systems did not improve

significantly over the next 30 years, e.g. in 1976 the Bell Mobile Phone system for New York

City could only support 543 users (demand remained high, with over 3700 people on the waiting

list at that time) [2, p. 4]. The ability to provide wireless connectivity to the entire population

was not possible until Bell Laboratories developed and refined the cellular concept in the 1960s

and 1970s, although the first cellular systems were not installed until the 1980s [2, pp. 4–6].

Cellular systems divide the coverage area into a series of smaller regions (termed cells); and by

reusing frequencies—in non-adjacent cells to reduce interference—a greater number of users can

be supported with the same bandwidth. The cell size depends on the user density as typically

each cell can only service a fixed number of users [4, pp. 16–19]. The first ‘generation’ of cellular

systems—such as the Advanced Mobile Phone System (AMPS) in the United States, or the

1In the United States the allocation of radio frequencies was controlled by the Department of Commerce;
and from 1934 by the Federal Communications Commission (FCC).

1



2 CHAPTER 1. INTRODUCTION

Nordic Mobile Telephone (NMT) system in Scandinavia—were based on analogue technology,

and operated in the lower UHF bands (typically 450 or 800 MHz) [3, p. 12]. Despite their size (in

comparison to the mobile phones of today) cellular phones turned out to be extremely popular,

and new systems and standards—often incompatible with each other—were introduced to im-

prove spectral efficiency and better accommodate the near exponential demand. For example,

second-generation digital cellular networks—such as Digital-AMPS and IS-95 in the USA, and

GSM2 in Europe—were introduced in the early 1990s, and although these systems still focused

on voice transmission, packet data services were also supported [3, pp. 12–13]. In contrast,

current third- and future fourth-generation cellular systems are largely focused on providing

high-speed data connections, where voice traffic is treated as a data stream.

The optimal allocation of frequency channels—particularly in regions with high user den-

sity, such as urban/metropolitan areas and within buildings—remains a challenge for modern

cellular systems. To improve capacity, the physical region covered by each cell can be reduced,

accordingly lower power is required from the base-stations. Macro-cells are designed to pro-

vide outdoor coverage for rural, suburban and urban environments. A typical coverage area is

between 1–10 km, and accordingly the antennas are usually mounted above the surrounding ter-

rain and buildings [5, pp. 15–16]. To provide better coverage for users in urban environments,

a large macro-cell can be split into several micro-cells. In this case the base-station typically

provides coverage over a range of less than 1 km, and the antennas are usually mounted at street

level [5, p. 18]. However, regions with high traffic density (e.g. train-stations and airports) are

not well serviced by macro- or micro-cells. To extend coverage to these regions, pico-cells—

typically with a maximum range between 20–200 m—can be deployed [5, pp. 30–33]. Achieving

adequate coverage and reliable system performance within buildings with micro- and pico-cells

is particularly challenging as, though the users are relatively stationary, the traffic density can

be extremely high. Furthermore, because the transmitters are generally located outside, large

penetration losses are often encountered when propagating a signal into a building. To improve

cellular system performance within buildings, a further decrease in the cell size has been sug-

gested. Femto-cells have a maximum range between 10–50 m and are designed to be located

indoors to provide improved coverage within small buildings, or across several floors of larger

buildings [5, pp. 33–35]. Femto-cells still operate in the licensed portions of the frequency spec-

trum; however, as the frequency reuse distances are generally smaller this leads to increased

levels of co-channel interference.

The proliferation of cellular systems has been paralleled by the development of wireless

computer networks operating in unlicensed portions of the spectrum. Wireless Local Area Net-

works (WLAN) are often deployed within buildings to provide wireless connectivity to existing

networks or the internet [3, pp. 15–16]. The current generation of WLANs are based on the

IEEE 802.11 ‘family’ of standards, and were originally introduced in the mid 1990s. Successive

improvements—e.g. IEEE 802.11b (CDMA, 2.45 GHz), 802.11a (OFDM, 5.8 GHz), 802.11g

(OFDM, 2.45 GHz) and 802.11n (OFDM/MIMO, 2.45 GHz)3—have seen a steady increase in

performance, although in comparison to contemporary wired networking, the maximum data

rates are still relatively low [3, pp. 15–16]. Moreover, systems operating in the unlicensed

frequency bands are prone to interference from other systems and devices operating in close

physical proximity.

2GSM was originally an acronym for Groupe Spécial Mobile; it now stands for Global System for Mobile
Communications.

3Abbreviations—CDMA: code-division multiple-access; OFDM: orthogonal frequency-division multiplexing;
MIMO: multiple-input multiple-output.
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Buildings represent challenging environments for contemporary indoor wireless systems, and

decisions made at the time of deployment remain critically important to overall success. In par-

ticular, achieving adequate coverage (for WLANs or femto-cells) is usually not an issue within

buildings as the distances are considerably shorter. However, to support a high number of

users, multiple base-stations are often required [6]. Frequency reuse introduces interference,

which detrimentally affects the system performance, reducing the reliability, maximum trans-

mission rates, and number of users that can be supported. Accurately predicting the effects of

this interference depends heavily on correctly characterising radio-wave propagation within the

environment. Numerous propagation studies have attempted to characterise the indoor radio

channel statistically using experimental measurements [7, 8]. Unfortunately, not only are such

measurements time consuming and expensive, they also have no analytical basis to explain the

physical observations, and cannot therefore be transported to other environments without ad-

ditional validation [6]. In contrast, deterministic characterisations of the indoor radio channel

are based on the underlying electromagnetics, and accordingly, may provide more accurate and

reliable results. Furthermore, a better understanding of the mechanisms governing radio-wave

propagation within buildings can be used to improve the planning and deployment of existing

(and future) systems.

To formulate deterministic models to characterise the indoor radio channel it is necessary

to start from Maxwell’s equations (formulated by James Clerk Maxwell in the 1860s). These

equations characterise all macroscopic electromagnetic phenomena—including the propagation

of radio-waves—by describing, in abstract form, the relationships between electric and mag-

netic fields. Maxwell’s equations also provide a mathematical framework to explain the earlier

experimental observations of Faraday, Ampere and Gauss [9, pp. 112–113]. However, ana-

lytical solutions to Maxwell’s equations are difficult, if not impossible, to obtain for anything

other than simple cases, due to boundary condition complexity [10, p. 2, 105–106]. Conse-

quently, there is considerable interest in developing numerical solutions to Maxwell’s equations

and applying these techniques to new problems. The development and current success of nu-

merical electromagnetic techniques has been strongly influenced by the growth in computing

technology [11, pp. 3–6].

The primary focus of this thesis is the application of computational electromagnetic tech-

niques to deterministically model radio-wave propagation within buildings and thereby predict

interference. Grid-based numerical electromagnetic techniques, such as the Finite-Difference

Time Domain (FDTD) method, are known to provide highly accurate results [11, pp. 6–16], but

have not been widely applied to model indoor propagation due to their high computational re-

quirements [12]. However, advances in computing technology—in particular, high performance

computer clusters—are making their application to the indoor propagation problem tractable.

It is important to note that the ability to numerically simulate propagation in electromagnet-

ically large structures is not, in itself, sufficient for use in routine system planning. The key

element is to use the understanding obtained via this exhaustive analysis to derive simpler

mechanistic models which represent the dominant effects adequately—thereby guaranteeing

prediction accuracy to within an acceptable limit—but have a low computational overhead and

are thus suitable in routine system planning [13].

Chapter 2 reviews radio-wave propagation within buildings from a systems perspective fo-

cusing on typical propagation paths, the variation in the received signal with distance, and

multi-path fading. The use of models—characterising aspects of the indoor radio channel—to

predict interference arising from other users and systems, particularly those operating on adja-
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cent (or nearly adjacent) floors, is discussed in some detail. A brief summary of methods and

tools to mitigate indoor interference by reducing the strength of interfering signal paths is also

presented.

With this background on propagation within buildings, the literature related to modelling

the indoor radio channel is reviewed in chapter 3. Several widely used empirical models to

predict the signal strengths are considered, followed by a discussion on the limitations of the

empirical modelling approach. Deterministic models based on electromagnetic theory can po-

tentially offer better predictions, but are often more difficult to apply. An alternative approach

to characterising propagation within buildings (mechanistic modelling) is discussed, and the

major contributions of this thesis are outlined.

Chapter 4 introduces the FDTD method and derives the update expressions from Maxwell’s

equations in two- and three-dimensions. Boundary conditions are also considered, as terminat-

ing the lattice is important for unbounded problems. One of the major limitations of the FDTD

method is its computational requirements, which are often in excess of a single computer; chap-

ter 4 therefore, also discusses the parallelisation of the FDTD algorithm for implementation on

computer clusters. The results for several validation cases are presented and compared against

analytical and other numerical solutions.

Having introduced the FDTD method, chapter 5 discuss how it can be applied to model

propagation within buildings. In particular, this chapter treats the conversion of time-domain

electromagnetic fields to quantities relevant for propagation prediction. Visualisation tech-

niques to determine the dominant propagation paths are also analysed. Chapter 5 concludes

by outlining the roadmap of propagation studies considered in this thesis to characterise the

indoor radio channel, focusing in particular on inter-floor propagation paths.

The first propagation study is investigated in chapter 6, and considers propagation on a sin-

gle two-dimensional vertical ‘slice’ through a multi-storey building. The dominant propagation

paths are identified, and the resulting mechanistic models are compared against experimental

measurements of the received power. Environmental details and clutter are often difficult to

characterise on a two-dimensional slice, and consequently have largely been ignored from the

propagation study examined in this chapter.

Chapter 7 extends the propagation geometry examined in chapter 6 to include possible

reflection and scattering paths from nearby buildings. Due to computational limitations, this

problem is examined in two-dimensions. The results are generalised to formulate appropriate

mechanistic models, and these are compared against experimental measurements of the received

power and the channel impulse response.

A three-dimensional investigation of the indoor radio channel with the FDTD method is

presented in chapter 8, however, computational limitations restrict the analysis to three floors

of a multi-storey building. The impact of including some internal details/clutter on the dom-

inant propagation paths, received power and fading distributions have also been considered.

Also examined in chapter 8 are direct comparisons between the FDTD simulation results and

experimental measurements.

Chapter 9 presents a feasibility study focusing on the application of the FDTD method to

directly estimate system performance in the presence of interfering signals. Various base-station

deployment strategies are examined with two- and three-dimensional implementations of the

FDTD method. Also considered in chapter 9 is the deployment of partial metal shielding to

occlude interfering signal paths; the improvement in performance is quantified and compared

with experimental measurements.
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On the basis of results presented in chapters 6–9, the mechanistic modelling approach is

reviewed from a system planning perspective, and recommendations for future investigation are

presented in chapter 10. This discussion is followed by brief concluding remarks in chapter 11.





Chapter 2

Indoor Wireless Systems:

Propagation and Interference

2.1 Introduction

Chapter 1 has provided a historical overview of wireless communication systems, starting with

analogue outdoor mobile radio and finishing with contemporary multi-user digital wireless sys-

tems. The goal of this chapter is to extend this discussion and examine issues related to the

deployment of modern wireless systems within buildings, in particular radio-wave propagation,

and the problem of co-channel interference. Although many of the techniques developed to char-

acterise the outdoor propagation environment can be readily applied within buildings, there are

important distinctions to be considered, and these are also addressed in this chapter. This work

is extended in chapter 3, which examines models to predict indoor radio-wave propagation and

outlines the contributions of this thesis.

Section §2.2 examines how the indoor environment can influence the propagation of sig-

nals, specifically examining the variation in mean power with distance, statistical distributions

to characterise multi-path fading, and the channel impulse response. Section §2.3 focuses on

the performance of wireless systems in the presence of interference. Also addressed in sec-

tion §2.3 is the problem of inter-floor interference (where two users are transmitting with the

same frequency on different floors). Section §2.4 reviews the literature related to interference

characterisation for indoor environments, in particular the use of experimental measurements

to improve deployment strategies. Also examined in section §2.4 are techniques to reduce the

power of interfering signals, such as the use of frequency selective surfaces and metal shielding.

The major findings of the chapter are summarised in section §2.5.

2.2 Propagation within Buildings

2.2.1 The Indoor Environment

Indoor wireless systems typically operate over shorter ranges than outdoor macro- and micro-

cellular or broadcast systems. However, indoor environments are inherently three-dimensional

in topology and arguably more cluttered. Furthermore, in most cases no line-of-sight path

exists [2, p. 123]. As a result, large losses can be experienced over very short distances (e.g.

7
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User

Base-station

(b)

(c)
(a)
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Concrete Floors

Internal PartitionsGlass Windows

Figure 2.1: Generalised depiction of the indoor propagation environment showing some of the
key physical features, and potential propagation paths.

propagation though thick concrete walls). A generalised depiction of the indoor propagation en-

vironment is shown in Fig. 2.1, which also indicates some of the physical features characterising

most indoor environments, namely

1. Fixed access points/base-stations, typically mounted 1.0–3.0 m above the floor (on ceilings

or walls);

2. Mobile users, typically operating 1.0–2.0 m above the floor;

3. Concrete walls and floors, drywall and timber internal partitions, and glass exterior win-

dows;

4. Randomly positioned dielectric and metal clutter, e.g. office furniture, pipes, ducts and

fittings;

5. People moving within the building; and

6. Propagation path lengths typically between 0–100 m1.

Also identified in Fig. 2.1 are several of the key propagation phenomena thought to be responsi-

ble for delivering power from the base-station to the users and vice-versa [14, pp. 195–199] [2, pp.

123–127], namely

(a) Penetration through walls, floors and other obstacles;

(b) Reflection from objects, including adjacent buildings; and

1This includes possible propagation paths external to the building perimeter.
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(c) Diffraction around objects, including walls and floors.

Other propagation mechanisms, such as wave-guiding in corridors have not been depicted, but

may exist in some buildings [15, 16]. The combination of multiple propagation paths, and

the significant levels of signal attenuation though objects, can lead to greater than free-space

path-loss and significant spatial variations in the received power.

2.2.2 Variation in the Received Signal with Distance

Fig. 2.2 shows the variation in received signal with distance (at 1.0 GHz) for a hypothetical

indoor environment. Objects in the environment tend to reflect, diffract and scatter the propa-

gating radio-waves, and the phasor superposition of these multi-path components leads to rapid

fluctuations in the received power over short distances (1–10λ). This phenomena is termed fad-

ing [14, pp. 114–119] and the distance between successive fades is usually between 0.5–1.0λ,

with fades typically 25 dB below the mean signal level.

The sector mean2 is calculated by averaging the signal over 5λ sectors3. As observed in

Fig. 2.2(a) the sector mean decreases with distance from the transmitting antenna. In many

environments the mean received power, Pr, is observed to vary with the transmitter-receiver

separation distance d, according to a power-law [2, pp. 102–104], given by

Pr ∝ 1

dn
, (2.1)

where n is the distance-dependency exponent. The physical environment is known to play a

significant role in determining n, and Table 2.1 lists values of n observed in various scenarios.

For indoor environments, the distance-dependency exponent is generally determined by the

large scale geometry of the building [18].

Table 2.1: Distance-dependency exponent for various physical environments

Scenario n

Free-space 2.0

Plane-eartha 2.0, d < 8hrht

λ

4.0, d > 8hrht

λ

Diffraction over mul-
3.9

tiple knife edges [19]
Waveguideb 0.0

aWhere ht and hr are the transmitter and receiver antenna heights respectively [2, pp. 85–90].
bIn an ideal waveguide fields propagate as plane-waves. Waveguide-like behaviour can arise in urban canyons

or long corridors, where values of n between 0–2 have been observed [15].

In outdoor environments electrically large objects, such as buildings or hills, can cast radio

shadows over significant distances, causing fluctuations in the sector mean over the medium-

range (50–100 m); this phenomena is termed shadowing. For indoor environments the range

is typically less than 50 m, and it becomes difficult to separate shadowing from multi-path

fading. Consequently, for the research presented in this thesis, shadowing (as a separate effect)

is ignored.

2The sector mean is also referred to as the local mean [17].
3This averaging process is essentially a spatial smoothing filter. The filter needs to remove the deep nulls

introduced by multi-path fading, but should not distort the medium-term variations in the fields.



10 CHAPTER 2. INDOOR WIRELESS SYSTEMS

0 5 10 15 20 25 30 35 40 45 50
−100

−90

−80

−70

−60

−50

−40

−30

−20

Transmitter−Receiver Separation Distance (m)

R
ec

ei
ve

d 
P

ow
er

 (
dB

m
)

 

 
Received Signal
Sector Mean
Free−Space

20 21 22 23 24 25 26 27 28 29 30
−80

−75

−70

−65

−60

−55

−50

Transmitter−Receiver Separation Distance (m)

R
ec

ei
ve

d 
P

ow
er

 (
dB

m
)

(a)

(b)

Figure 2.2: Received signal at 1.0 GHz (a) 0–50 m, and (b) 20–30 m from the transmitter for a
hypothetical indoor environment. The 5λ sector mean is shown in black and free-space (given
by the Friis equation [2, p. 71]) in red (adapted from [20, p. 13]).
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2.2.3 Multi-Path Fading

The complex multi-path phenomena causing fading can be difficult and impractical to analyse

deterministically. However, the received signal envelope [14, pp. 125–127] often follows known

statistical distributions, and Rayleigh and Rician distributions are frequently used to charac-

terise multi-path fading for indoor environments [6, 21] [14, pp. 201–202]. When a specular

component is stronger than the scattered components—for example, on a line-of-sight (LOS)

path—the probability density function (PDF) of the signal envelope x(t), follows a Rician

distribution, given by

f (x) =
x

σ2
exp

(−x2 + s2

2σ2

)

I0

(xs

σ2

)

, (2.2)

where s2 is the power of the dominant component, 2σ2 is the mean scattered power, and I0 is

the zero-th order Bessel function of the first kind. The Rician K-factor is defined as the ratio

of specular power to scattered power, K = s2

2σ2 , and can be determined from measurement data

using [21]

E [x]

E [x2]
=

√

π

4(K + 1)
exp

(

−K
2

)[

(1 +K)I0

(

K

2

)

+KI1

(

K

2

)]

,

where E
[

x2
]

is the average square amplitude, E [x] is the average amplitude, and Im is the

m-th order Bessel function of the first kind. In the case where no single component dominates

(K = 0), the PDF of the signal envelope follows a Rayleigh distribution, given by

f (x) =
x

σ2
exp

(−x2

2σ2

)

, (2.3)

where σ2 is the mean power. For outdoor environments, shadowing is observed to follow a

log-normal distribution, given by [14, p. 232]

f (x) =
20

xσv loge 10
√

2π
exp

(

− (20 log10 x−mv)2

2σv
2

)

, (2.4)

where mv and σv are the mean and standard deviation of the received signal in dB.

2.2.4 The Channel Impulse Response

The path lengths for each component in a multi-path environment are all slightly different, and

as the speed of propagation is constant, each component arrives at the receiver with different

delays. The impulse response of a radio channel provides a temporal characterisation of the

multi-path environment, and can (sometimes) provide insight into the propagation mechanisms.

As the radio channel can be modelled as a linear (time-varying) filter, the impulse response can

also be used to predict and compare the performance of different wireless systems.

The impulse response can be measured in the time-domain directly by exciting the channel

with a short-duration RF pulse, however this approach is sensitive to noise and interference

and does not preserve the phase information [14, pp. 234–235]. Alternatively, by measuring the

frequency response of the channel (via a frequency sweep on a vector network analyser), the

impulse response can be calculated via an inverse Fourier transform. This approach preserves

the phase information, but the system requires careful calibration and synchronisation, which

limits the separation distance between the transmitting and receiving antennas [2, pp. 158–159].
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Figure 2.3: A power delay profile measured within a building using a sliding correlator channel
sounder. Annotations show the mean excess delay, delay spread and threshold.

Another widely used method to measure the impulse response is the spread spectrum slid-

ing correlator channel sounder, which exploits the auto-correlation property of pseudo-random

binary sequences (PRBS)4. A PRBS is generated at a particular chip frequency, modulated and

then transmitted. At the receiver, a locally generated PRBS5, is mixed with a local oscilla-

tor and then multiplied by the received signal. The resultant is then filtered to complete the

correlation operation to produce an estimate of the channel impulse response [14, pp. 236–239].

The power delay profile is formed by aligning and averaging several impulse response mea-

surements, and is usually normalised to the peak power and plotted against the excess delay,

τ (where τ is measured from the first received echo). Fig. 2.3 shows an example of a power-

delay profile measured inside a building using a sliding-correlator channel sounder—with centre

frequency 4.5 GHz and 800 MHz 3 dB bandwidth—with several key parameters identified.

The mean excess delay is the first central moment of the power delay profile, Ph(τ), given

by [14, pp. 184–188]

D =

∫∞
0
τPh(τ)dτ

∫∞
0
Ph(τ)dτ

, (2.5)

and the delay spread is the second central moment of Ph(τ), given by [14, pp. 184–188]

S =

√

∫∞
0

(τ −D)
2
Ph(τ)dτ

∫∞
0
Ph(τ)dτ

. (2.6)

4The auto-correlation of a PRBS has a peak at t = 0 (when the sequences are aligned), and low values for
all other shifts.

5The receiver-side PBRS is clocked slightly slower. The difference in clock frequencies causes the sequences
to slide past each other.
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Figure 2.4: Graphical representation of the 2.4 GHz frequency channels in the 802.11 standard.
Each channel can support multiple users by separating them via CDMA or OFDM (adapted
from [23, pp. 679–680]). The three channels identified in red do not overlap in frequency, and
hence do not interfere with each other.

A threshold of −30 dB is also identified and represents the artificial noise floor introduced by

the auto-correlation. The mean delay and delay spread give an indication of the multi-path

environment, e.g. cluttered channels will tend to have a higher mean delay and delay spread.

The delay spread can also affect the maximum bit-rates for a digital wireless system by causing

inter-symbol interference (ISI). ISI occurs when energy from previous bits arrives after the bit-

transition. Indoor channels typically have delay spreads between 10–100 ns, while the delay

spread in urban environments is between 10–25 µs [2, pp. 160–162].

2.3 System Performance Estimation

2.3.1 Co-Channel Interference

As the radio spectrum is a finite resource, the increasing demand for wireless communication

services has necessitated reuse of the spectrum [4, p. 16]. Frequency reuse causes co-channel

interference, which is detrimental to system performance, reducing the reliability, throughput

and the number of users that can be supported. Frequency reuse is widely used in outdoor

cellular systems, but the resulting co-channel interference from neighbouring base-stations can

be reduced with careful deployment strategies [4, pp. 16–19]. However, reducing co-channel

interference for systems operating indoors is a challenge, as deployment tends to be rather

more ad hoc. Furthermore, the reuse distances indoors are typically much smaller6, and all

transceivers are located in close physical proximity. It should also be noted that achieving

adequate coverage (i.e. sufficient desired signal strength at the receiver) for indoor systems

is usually not an issue, rather it is interference (typically from physically adjacent co-channel

systems) that constrains performance [22].

2.3.2 Wireless Networks

The IEEE 802.11 standard outlines communication protocols for wireless local area networks

(WLANs) operating in the unlicensed portions of the 2.4 GHz industrial, scientific and medical

(ISM) frequency band, and the 5.8 GHz unlicensed national information infrastructure (U-NII)

band [23]. Systems supporting the 802.11 standard are widely deployed within buildings to

provide wireless connectivity.

6Although it should be noted that the transmitting powers are also reduced.
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Figure 2.5: Generalised depiction of inter-floor interference arising in multi-storey building.

Fig. 2.4 shows how the 802.11 standard divides the 2.4 GHz band into 11 channels7 with

20 MHz bandwidth/channel. Each channel can support multiple users simultaneously by sep-

arating the users with different spreading codes (code-division multiple-access, CDMA) or, in

frequency with orthogonal sub-carriers (orthogonal frequency division multiplexing, OFDM).

It should be noted that there is considerable overlap between adjacent channels, e.g. in the

2.4 GHz band shown in Fig. 2.4, only three channels (1, 6 and 11, identified in red) do not

overlap in frequency. Therefore, when more than three channels are allocated to base-stations,

frequencies are reused and varying levels of adjacent-channel interference could arise.

Another wireless technology planned for indoor environments are femto-cells [5]. Femto-

cells are low-powered, short-range (10–50 m) cellular-network base-stations installed within

buildings and designed to connect mobile devices to an operator’s network via existing wired

connections8. The deployment of femto-cell systems is driven by capacity constraints and the

(sometimes frequent) poor performance of existing macro-cellular systems for users operat-

ing within buildings. However, interference arising from neighbouring femto-cells and existing

cellular networks remains a concern [5, pp. 145–178].

2.3.3 Inter-Floor Interference

Unlike two-dimensional planar frequency reuse strategies developed for outdoor cellular systems,

multi-storey buildings encourage a three-dimensional approach to system planning [6]. Each

storey in the building is treated as a ‘cell’, with the floors forming natural boundaries [6].

However, signals can ‘leak’ onto adjacent (or nearly adjacent) floors. Fig. 2.5 shows a generalised

two-dimensional representation of a multi-storey building, with two base-stations (A and B)

identified. It is assumed both base-stations are operating in the same frequency band (thereby

interfering with each other), and users connect to base-stations on the same floor. In the

scenario presented in Fig. 2.5, signals propagating from base-station A to Floor 1 appear as

interference to the user operating on Floor 1.

The quality of service provided to the users will depend on the strength of the desired signal

and the relative strength of the interfering signal. The ratio between the desired and interfering

signal powers is termed the signal-to-interference ratio (SIR). However, due to multi-path fading

on the desired and interfering propagation paths, the instantaneous SIR will fluctuate.

An alternative measure of system performance, in the presence of interference, is the outage

probability, which quantifies the probability of failure to deliver acceptable performance [24].

In digital systems this usually is defined as a bit-error-rate (BER) above a certain threshold,

typically 10−3 [6]. Expressions for the outage probability are derived by superimposing the

7The USA version of the standard divides the 2.4 GHz band into 11 channels; in other areas of the world up
to 14 channels can be used [23].

8Femto-cells can be declared ‘private’, allowing only known devices to connect.
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probability density functions characterising multi-path fading, (2.2)–(2.4), on estimates for the

sector mean. Predicting the sector mean and fading distributions for indoor environments

is complicated by the large variability in building layout, architectural styles, and building

materials.

2.4 Interference Mitigation

2.4.1 Deployment Strategies

Appropriate deployment strategies for wireless access-points can reduce co-channel interference

arising from physically adjacent systems [4, pp. 16–19]. The experimental study published by

Butterworth et al. [6] was a significant contribution, as unlike many previous studies it addressed

the problem of inter-floor interference. Measurements of the received signal in four multi-storey

buildings were collected at 1.8 GHz from multiple transmitters located on each floor. The

down- and up-link outage probabilities for a variable number of users were computed from this

dataset. It was found that the majority of inter-floor interference arrived from transmitters lo-

cated on immediately adjacent floors. Correlations in the mean signal level were also observed,

depending on the vertical configuration of the base-stations. This led to the conclusion that

vertically aligning the base-stations would result in significantly lower levels of outage proba-

bility, compared to other configurations, such as vertically offsetting the base-stations. Further

studies have investigated the interference from systems outside the building [25], and the use of

directional base-station antennas [26]. It should be noted that developing deployment strategies

requires extensive experimental measurements, or good predictions of the received signals in

the buildings of interest.

2.4.2 Frequency Selective Surfaces and Metal Shielding

Modifying the indoor propagation environment, by deploying frequency selective surfaces (FSSs),

has been suggested as another way to reduce the levels of co-channel interference [27–30]. FSSs

behave as passive9 electromagnetic filters, and could be applied to walls and floors to block

co-channel interference from neighbouring wireless systems, while still allowing other services,

such as safety systems (e.g. fire-service radio communications), cellular phones and terrestrial

TV and radio, to operate [29]. FSSs have been studied extensively since the 1960s, and typ-

ically consist of thin conducting elements tessellated on a dielectric substrate [31, pp. 2–8].

Fig. 2.6(a) shows a photograph of a hexagonal loop, band-stop FSS, designed to operate at

5.8 GHz. The hexagonal elements are made from thin aluminium foil and are attached to a

sheet of cardboard for support. Fig 2.6(b) shows a typical frequency response for the trans-

mission coefficient through a band-stop FSS. At the resonant frequency, fc, incident waves are

reflected off the surface (at resonance, the FSS behaves similar to a metal sheet), while at other

frequencies the FSS is nominally transparent.

The deployment of FSSs to shield indoor environments from interference is hindered by the

electromagnetic interactions arising between the surface and the walls and floors it is applied

against [29, 30]. These complex interactions detune the FSS, shifting the resonant frequency,

increasing angular dependence and lowering the maximum attenuation [29,30]. As the internal

9Some modern FSS designs incorporate active elements enabling the frequency properties to be changed while
deployed.
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Figure 2.6: (a) Hexagonal loop FSS. (b) Illustration of the frequency response for a band-stop
FSS with resonant frequency fc.

structure of walls differ considerably, it is not always possible to achieve the required perfor-

mance. Furthermore, the fabrication costs of large FSS panels remain high.

As an alternative to FSSs, metal shields can also be used increase the isolation between

physically adjacent cells, enhancing coverage and reducing interference10 [22]. By identifying

and shielding only the propagation paths that contribute significant levels of interference, the

total length of shielding deployed can be minimised11. The deployment process may have to

be iterated, as the addition of shields may introduce new interference paths [22]. It should be

noted that inter-floor interference was not considered in [22].

2.5 Summary

This chapter has examined issues related to the deployment of contemporary wireless systems

within buildings. The indoor propagation environment is considerably more compact than

outdoor environments, and interference from neighbouring systems is the major limiting factor.

Therefore understanding how radio waves propagate within buildings, and give rise to co-

channel interference, is important to better design and deploy wireless systems. It is also noted

that modelling radio-wave propagation within buildings is complicated by varying architectural

styles and the range of materials encountered. Chapter 3 will review existing models to predict

the signal strength and other propagation parameters, and outline the contributions of this

thesis.

10Metal shields modelled as perfect electric conductors (PEC) can be considered ideal FSSs operated in their
resonant state.

11Complete electromagnetic isolation could be achieved by shielding all surfaces, however this solution is costly
and impractical.



Chapter 3

Mechanistic Propagation

Modelling

3.1 Introduction

As discussed in chapter 2, accurate propagation models that can predict relevant statistical

parameters, such as the signal-to-interference ratio (SIR) and outage probability, are essential

to the development and successful implementation of future wireless systems. Therefore, there

is a need for reliable models to predict signal strengths within buildings. Currently, empirical

models based on experimental measurements are popular [32], however, indoor environments

can be very complex, and improved accuracy and a more thorough understanding of how the

radio waves propagate may be gained through an electromagnetic approach. As electromag-

netic methods are generally difficult to apply, this chapter introduces a mechanistic modelling

approach. Mechanistic models are derived from a detailed electromagnetic characterisation of

the indoor radio channel, but are more appropriate for day-to-day system planning.

Section §3.2 outlines some of the widely used empirical models to predict signal strengths

within buildings, followed by a short discussion on the limitations of such models. The applica-

tion of site-specific deterministic models (based on electromagnetic theory) to predict relevant

propagation parameters is discussed in section §3.3; this section briefly reviews analytical tech-

niques and ray-based methods, followed by a literature survey on the application of the FDTD

method to model indoor radio-wave propagation. The mechanistic modelling approach is dis-

cussed in section §3.4, and the contributions of this thesis are outlined in section §3.5. The

chapter is briefly summarised in section §3.6.

3.2 Empirical Models

3.2.1 Path-Loss Prediction

Empirical models to predict the path-loss are generally developed from narrow-band exper-

imental measurements of the received signal strength. For indoor measurements, the power

is typically recorded at several hundred locations throughout the building [6, 7, 33], and the

receiving antenna is usually rotated [6, 33], or moved linearly [7, 34] to average out the effects

of multi-path fading and obtain an estimate of the sector-averaged mean [17]. By deploying

17
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multiple transmitters, with appropriately spaced frequencies, the path-loss from multiple trans-

mitter locations can be collected with a single sweep [6]. Similar to outdoor/urban propagation

models [35], the power is converted to path-loss, and is typically modelled as varying exponen-

tially with the transmitter-receiver separation distance, with additional terms to account for

penetration losses. The resulting empirical models are generally straight forward to apply, and

prediction results can be computed relatively easily. There have been numerous experimen-

tal studies of the indoor radio channel, and this section outlines several relevant, noteworthy

empirical propagation models developed to predict signal strengths for indoor environments.

Literature surveys of earlier research (pre-1990s)1 can be found in [36] and [37].

Motley and Keenan (1988) [34]

The Motley and Keenan model is based on experimental measurements of the received power/

path-loss in a multi-storey office building at 900 and 1700 MHz. The path-loss was observed to

follow a logarithmic relationship with distance [34],

PL = S + 10n log10 d+ kF, (3.1)

where S is path-loss measured at a distance of 1.0 m, n is the distance dependency exponent, F

is the loss encountered propagating through a floor, and k is the number of floors penetrated.

The parameters n and F are found by fitting (3.1) to the experimental measurements via linear

regression. At 900 MHz the parameters were found to be S = 16 dB, F = 10 dB and n = 4.0;

whereas at 1700 MHz, S = 21 dB, F = 16 dB and n = 3.5 [34]. It is noted that higher losses are

predicted at 1700 MHz, and for the limited number of floors considered in [34], the path-loss

was observed to increase linearly with the number of floors penetrated.

LaFortune and Lecours (1990) [8]

The models proposed in [8] to predict the sector-averaged path-loss are based on experimental

measurements made in two multi-storey university buildings (containing a mix of laboratories,

offices and classrooms) at 917 MHz. The measurement set was divided into a number of

canonical regions (e.g. propagation in corridors, penetration through soft and hard internal

partitions and propagation to adjacent floors) and models to predict the sector-averaged path-

loss were fitted to the measurements. When the transmitter and receiver are located on different

floors, the loss in excess of free-space is given by [8]

L = −1.5n− 10.7 log10 d− 23.8 − 41.7 log10 p, (3.2)

where n and p are the number of (internal, soft partitioned) walls and concrete floors in the

transmission path respectively, and d is the transmitter-receiver separation distance. In contrast

to the model proposed in (3.1), the floor attenuation is observed to decrease as more floors

separate the transmitter and receiver. The effects of antenna polarisation (on propagation

to adjacent floors) was also considered, and it was shown the loss introduced by vertically

polarised antennas is approximately 2 dB larger than horizontally polarised antennas (in the

same location) [8]. Further results suggest that propagation through metallic (and non-metallic)

furniture and clutter can reduce the received power by 1–4 dB.

1Circa 1990 the focus of research shifted from characterising the outdoor-to-indoor radio channel to also
include systems operating within buildings.
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Seidel and Rappaport (1992) [7]

Based on experimental measurements in two multi-storey buildings, Seidel and Rappaport

proposed a distance-dependency model for the sector-averaged path-loss [7]. The measurements

were conducted at 914 MHz; however, it was suggested the model could be extended to the low

microwave bands (1.0–5.0 GHz). Other authors have found the Seidel model can be applied

with similar accuracy at frequencies higher than 914 MHz [6]. The Seidel model for multi-storey

buildings is given by [7]

PL = PL(d0) + 10 × nsf × log10

(

d

d0

)

+ FAF, (3.3)

where PL(d0) is the path-loss at a reference distance (d0) and includes all the losses and gains

in the system, d is the transmitter-receiver separation distance, nsf is the (constant) distance-

dependency exponent for data measured on the same floor as the transmitter, and FAF is the

floor attenuation factor representing losses encountered propagating though a number of floors2.

Table 3.1 presents values for the FAF reported in the literature [6, 7].

Table 3.1: Seidel Model: Floor Attenuation Factors (dB).

Floor Seidel (914 MHz) [7] Butterworth
Separation Building 1 Building 2 (1.8 GHz) [6]

1 12.9 16.2 16.0
2 18.7 27.5 22.1
3 24.4 31.6
4 27.0

It is noted that the FAF’s shown in Table 3.1 depend on the building and the number of floors

separating the transmitter and receiver. As all floors in the buildings examined are identical,

if penetration through the floors was the only dominant propagation path, the FAF should

increase linearly. However, it is observed that the incremental FAF decreases as more floors

are penetrated, suggesting lower loss paths/mechanisms dominate the propagation to adjacent

(or nearly adjacent) floors [7, 38]. Since the publication of the Seidel model in 1992, various

improvements have been suggested, e.g. additional terms to account for correlated shadowing [6,

39], the angular dependence of attenuation factors [33], increased loss with distance [2, p. 130],

and diffraction around structural corners [33]. However, the Seidel model in (3.3) remains

widely used and forms the basis of the International Telecommunications Union (ITU) model

for mean path-loss prediction in multi-storey buildings [32].

ITU Model [32]

The ITU model is based on a number of experimental studies conducted in a wide range of

buildings throughout the world at various frequencies. The sector-averaged path-loss is given

by [32]

PL = 20 log10 f + n log10 d+ Lf (k) − 28 (dB), (3.4)

2An alternative form for the Seidel model, that does not include FAF, is

PL(d) = PL(d0) + 10 × nmf × log10

„

d

d0

«

,

where nmf is the distance-dependency exponent. It should be noted that nmf is not constant and changes
depending on the number of floors separating the transmitter and receiver.
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where n is the distance dependency exponent, f is frequency (in MHz), d is the transmitter-

receiver separation distance, Lf is the floor penetration loss, and k is the number of floors

separating the transmitter and receiver. Table 3.2 shows values for n and Lf at typical operating

frequencies, though it is suggested that better performance can often be obtained if the model

in (3.4) is tuned by incorporating experimental measurements for n and Lf from the buildings

of interest [32].

Table 3.2: ITU Model: Distance-Dependency Exponents and Floor Attenuation Factors.

Frequency Distance Floor Attenuation,
(GHz) Dependency, n Lf (dB)

0.9 33 9 (1 floor)
19 (2 floors)
24 (3 floors)

1.8–2.0 30 15 + 4(n− 1)
5.2 31 16 (1 floor)

Similar to the models proposed by LaFortune [8] and Seidel [7], at lower frequencies the

floor attenuation is observed to vary with the number of floors separating the transmitter and

receiver. However at higher frequencies, the ITU model suggests a linear dependence with the

number of floors.

3.2.2 Discussion

Although empirical models are simple to apply, they lack a physical basis for the phenomena

observed and thus cannot be easily generalised. For example, many of the terms and param-

eters in the empirical models outlined in this section lack an electromagnetic basis, and vary

considerably between buildings. Consequently, the applicability of empirical models in build-

ings where measurements were not taken (or in buildings that differ radically in architectural

style) is questionable. When used in practise to predict co-channel interference for systems op-

erating on adjacent floors, empirical models have been found to result in pessimistic estimates

of the outage probability [6]. More accurate findings have been reported when the empirical

models were complemented with physical factors, such as correlated shadowing [39]. Further-

more, the collection of sufficient experimental data to allow statistically valid conclusions is

time-consuming and expensive. Despite these limitations, empirical models remain widely used

for system planning purposes (e.g. optimisation of base-station locations [40]).

3.3 Deterministic Models

Deterministic models are based on an electromagnetic analysis of the indoor propagation en-

vironment (or a representative canonical environment). Deterministic models have been the

subject of recent research, and are considered more widely applicable, robust and accurate

compared to empirical models [41]. However, the complexity of indoor environments makes

the application of analytical electromagnetic techniques difficult, and consequently numerical

solutions are increasingly favoured [41, 42]. The disadvantages of numerical electromagnetic

modelling include the complexity of the models, lengthy simulation times, and restricted prob-

lem sizes (due to limited computing resources). It should also be noted that the results obtained
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are generally specific to the building/environment considered. Thus, fully-electromagnetic mod-

els are generally not suitable to analyse the physical channel in day-to-day planning applications

(at the present time), but may provide considerable insight into the indoor radio channel.

3.3.1 Analytical Methods

The application of analytical electromagnetics to model indoor radio-wave propagation is dif-

ficult, as only a narrow range of problems can be investigated analytically due to the complex

geometries (and boundary conditions) defining the problems. The complex propagation en-

vironments found within buildings necessitates a simplification of the problem to canonical

geometries.

Honcharenko et al. (1992) [18]

The study reported in [18] examined propagation in the vertical clear space between the floor

and ceiling using a simplified two-dimensional geometry. The clutter typically present in most

indoor environments was modelled as a series of two-dimensional perfectly absorbing screens

attached to the floor and ceiling. The fields propagating in the clear space were calculated

using Kirchhoff-Huygens aperture integration3. As the transmitter-receiver separation distance

increases, a greater proportion of the first Fresnel zone is obscured by the screens. Correspond-

ingly, the path-loss increases, suggesting a two-slope model may be appropriate [18]. However,

the difficulty in extending the aperture field integration technique to predict propagation in

more realistic (and inherently more complex) geometries limits its applicability.

Porrat and Cox (2004) [15]

Analytical methods have also been used to model propagation in corridors [15]. As a first ap-

proximation the corridors were assumed to be empty with electrically smooth dielectric walls

(the floor and ceiling were assumed to be conducting). At UHF frequencies, this environment

forms an over-moded dielectric-slab waveguide, and can be analysed using modal techniques.

Surface roughness was included on the walls to better represent realistic corridors, and was

modelled using a mode coupling approach [15]. The models were also extended to include

propagation around and through ‘L’ and ‘T’ junctions. Along relatively long corridors (lengths

greater than 30 m), the waveguide models were shown to agree well with experimental mea-

surements, however propagation into rooms was not considered [15].

3.3.2 Ray-Optical Methods

The application of ray-optical methods—such as Geometrical Optics and the Uniform Theory

of Diffraction (GO/UTD)—to predict the key propagation parameters (e.g. the sector mean,

fading distributions and delay spreads) for indoor environments has been well established in

the literature [14, pp. 203–210] [18, 38, 42–45]. Modelling indoor propagation with ray-optical

methods requires a detailed architectural database containing information about the location

and material properties for all the significant objects in the environment. Accordingly, there

is an inherent trade-off between the level of detail included in the model, the accuracy of the

results and computational cost [14, p. 209] [42,45].

3The field in the aperture of each successive screen is calculated by integrating over the field in the previous
aperture, with a line source used to calculate the fields in the aperture of the first screen. This process can be
repeated for any number of screens, similar to the approach suggested in [19].
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For each pair of transmitter and receiver locations the received power is calculated by con-

sidering each ray-trajectory separately, and summing the fields predicted by each path [14, pp.

203–210]. Penetration through, reflection from and diffraction around objects in the propaga-

tion environment are taken into account with appropriate transmission, reflection and diffrac-

tion coefficients. As ray-optical methods approximate the physical propagation paths, the delay

spread and other parameters can be calculated directly. In typical indoor environments many

propagation paths between the transmitter and receiver may exist. However, usually a small

number of these paths carry significant levels of power, and a number of techniques to reduce the

computational burden by identifying only high-contribution paths have been proposed [14, pp.

203–210].

Ray-optical methods must be applied to the indoor propagation problem with caution, as

many of the assumptions and approximations used in their derivation are not valid for typical

indoor environments. For example, structural corners made from lossy dielectric materials

(such as concrete) are frequently encountered in indoor environments, however, dielectric wedge

diffraction is known to be a non ray-optical process [46]. Correctly predicting the diffracted

fields is important, as in some circumstances (e.g. deeply shadowed regions) the received power

is dominated by diffracted components [14, pp. 209-210].

3.3.3 Time-Domain Methods

Time-domain methods are based on numerical approximations to Maxwell’s equations on a

spatial lattice. The spatial derivatives in Maxwell’s equations can be approximated using:

central differences, as in the Finite-Difference Time-Domain (FDTD) method [47]; discrete

Fourier or Chebyshev transforms, as in the Pseduo-Spectral Time-Domain (PSTD) method [11,

pp. 847–882] [48]; and wavelets, as in the Multi-Resolution Time-Domain (MRTD) method [41].

However, the FDTD method remains widely used for a range of electromagnetic problems, and

offers many advantages as a modelling, simulation and analysis tool [11, pp. 3–16], including:

1. Accurate estimates of the electric and magnetic field distributions for arbitrary two- or

three-dimensional geometries;

2. Frequency dependent constitutive parameters, allowing a wide range of materials to be

specified (including lossy dielectrics, magnetic materials and anisotropic materials);

3. Broadband characterisation of the problem with a single simulation run; and

4. Insights into the propagation processes using appropriate data visualisation techniques.

While the main disadvantage of the FDTD method to solve electrically large problems is ex-

cessive computational requirements [49], advances in processing capabilities are making their

application to the indoor propagation problem tractable.

The FDTD method was originally proposed in 1966 [47], however, the first reported appli-

cation for modelling propagation within buildings was not published until 1994 [50]; the high

computational cost precluding earlier investigations4. Compared to ray-tracing, the application

of the FDTD and related time-domain methods to characterise the indoor radio channel are

not as well established in the literature. However, a number of studies have been reported, and

Table 3.3 summarises several of the more significant publications. While most of the studies out-

lined in Table 3.3 employ the FDTD method, there has been some work with related techniques,

4The study reported in [50] (1994) required approximately 20 MB of memory and 10 hours on a 150 MHz
MIPS-R4400 processor.
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Table 3.3: Application of Time-Domain Methods to Model Propagation Within Buildings.

Investigators Year of Publi-
cation

Method Frequency Environment Contribution/Parameters Investigated

Lauer et al. [50,
51]

1994 and 1995 FDTD 1.0 GHz 2D floor plan of an office building
with ‘soft’ internal walls.

Channel impulse response and power delay
profiles.

Wang et al. [52,
53]

2000 and 2002 Hybrid
GO/FDTD

1.3 GHz 2D model of a typical office. Received power, fading distributions and com-
parisons with experimental measurements.

Yun et al. [54] 2004 FDTD 900 MHz 2D floor plan of an office building
with complex internal walls.

Received power, fading distributions and ca-
pacity analysis for MIMO systems.

Schäfer and
Wiesbeck [55]

2005 FDTD 42.6–
300 MHz

3D models of shielded rooms in hos-
pitals.

Power radiated from medical equipment
within shielded enclosures (and leakage to
other rooms).

Zygiridis et
al. [56]

2006 FDTD 2.5–5.8 GHz 2D model of a typical office. Power coverage, fading distributions and RMS
delay-spread over 2.5–5.8 GHz.

Zhao et al. [57] 2007 FDTD 3–11 GHz 2D model of a typical office environ-
ment with furniture.

Power delay profiles and the channel frequency
response over 3-11 GHz.

Alighanbari and
Sarris [41,58]

2007 and 2009 MRTD/
FDTD

900 MHz 2D floor plan of an office building
with ‘soft’ internal walls.

Power coverage, path-loss prediction and fad-
ing distributions. Comparisons between the
FDTD and MRTD methods.

Thiel and Sara-
bandi [59,60]

2008 and 2009 Hybrid
GO/FDTD

1.0 GHz 2D and 3D representations of single
storey buildings.

Power coverage, path-loss variation and fading
distributions.

Stowell et
al. [61]

2008 FETD 1.0 GHz 3D model of a two-storey residential
building.

Time-domain visualisations of the indoor ra-
dio channel.

Lai et al. [62] 2008 FDTD 1.0 GHz 2D floor plan of an office building
with ‘hard’ and ‘soft’ internal walls.

Power coverage and the development of mod-
els to predict the path-loss.

Austin et al. [12,
63,64]

2008, 2009 FDTD 1.0, 2.5 and
4.5 GHz

2D vertical slices through multi-
storey buildings.

Power coverage, path-loss prediction and
channel impulse response. Verified against ex-
perimental measurements.
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such as the MRTD method [41] and the Finite-Element Time-Domain (FETD) method [61].

Hybrid GO/FDTD methods, which use geometrical optics to predict fields on LOS paths, and

the FDTD method to predict propagation through detailed structures (with appropriate field

coupling), have also been proposed to reduce the computation burden [52,53,59,60].

As noted in Table 3.3, most applications of time-domain methods to model propagation

within buildings have limited analysis to two-dimensional horizontal ‘slices’ through the geom-

etry. The high computational costs of the FDTD (and related) methods generally precludes a

three-dimensional investigation5. However, the focus has largely been on characterising propa-

gation on the same floor as the transmitter, and in these cases a two-dimensional representation

may be adequate6. Typically the floor plan of a generalised building is considered, with inter-

nal walls dividing the space into rooms/offices and corridors. The internal walls and partitions

are usually modelled as lossy dielectric materials [41], and there has been some work in char-

acterising propagation through inhomogeneous dielectric walls [54]. Office furniture, wiring,

pipes/ducts and other dielectric and metallic clutter have largely been ignored, as it is diffi-

cult to adequately model propagation around these objects on a two-dimensional slice. Two-

dimensional Transverse Magnetic (TMz) polarisation7 is usually assumed, as an electric field

source in a TMz FDTD lattice radiates isotropically. The majority of the studies summarised

in Table 3.3 are conducted around 1.0 GHz. To reduce dispersion error and prevent numerical

instability the FDTD lattice size is typically a fraction of a wavelength (usually λ/15). At

higher frequencies, smaller lattice sizes are required, which results in increased computational

requirements.

The primary focus for most studies presented in Table 3.3 is performance estimation for

contemporary wireless systems (e.g. cordless phones, cellular networks and WLANs) operating

within buildings. Accordingly, the FDTD simulation results tend to focus on characterising

the indoor radio channel using coverage maps of the received power [56, 62], with appropriate

statistical distributions to describe the multi-path fading envelope [41, 54, 56]. The FDTD

method is also well suited to characterising the channel in the time-domain through power-

delay profiles and calculations of the delay spread and frequency response [57, 58]. However,

it should also be noted that few of the FDTD simulations presented in Table 3.3 have been

verified against experimental measurements.

3.3.4 Other Deterministic Methods

The materials and geometries typically encountered within buildings are relatively simple, and a

number of other electromagnetic techniques could be applied to characterise indoor radio-wave

propagation [45], for example:

• Other grid-based approximations, such as the Finite Element Method, Finite Integration

Technique and Transmission Line Matrix method;

• Integral equation techniques, such as the Method of Moments (MoM)8 and the Partial

Element Equivalent Circuit method; and

5It should be noted that the three-dimensional simulations reported in [61] required 2.1 TB of memory, 1536
processors and approximately 19 hours of wall time on a computer cluster.

6The implications of this assumption will be explored further in chapter 8.
7A two-dimensional implementation of the FDTD method supports propagation on both Transverse Magnetic

(TMz) and Transverse Electric (TEz) polarised lattices.
8While the MoM has not been widely applied to model propagation within buildings [45], it is well suited to

modelling propagation through electrically fine structures, such as frequency selective surfaces.
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• Statistical scattering methods based on Boltzmann or diffusion equations [65].

Similar to ray-tracing and the FDTD method, most alternative computational electromagnetic

techniques require extensive databases of the material locations and constitutive parameters.

The application of the techniques outlined above (and others) to characterise the indoor radio

channel is outside the scope of this thesis.

3.4 Mechanistic Modelling

Deterministic and empirical approaches to modelling the indoor radio channel make different

trade-offs between accuracy and complexity. Empirical models are straightforward to apply

and do not require detailed information about the building layout and materials, however,

transportability to other buildings remains a concern [6, 33]. In contrast, deterministic mod-

els/methods can provide extremely accurate estimates of the fields, but require specific infor-

mation about the building, including the locations and constitutive parameters of the walls and

other large objects [45]. Furthermore, the high computational costs of full-wave electromagnetic

techniques, such as the FDTD method, limits their applicability for day-to-day system planning

purposes at this time.

The mechanistic modelling approach advocated in this thesis addresses the trade-offs be-

tween accuracy and complexity. The received signal at any given location in a typical indoor

environment is usually comprised of a number of separate components, each propagating over a

different path. In some (often a majority of) circumstances, a small number of components will

contribute significantly toward the received power, and are hereafter termed mechanisms. This

assumption originates from experimental characterisations of the outdoor mobile radio envi-

ronment. Measurements of urban/suburban radio channels with directional antennas indicate

energy arrives on, at most, 3–4 distinct propagation paths [66, 67]. Common paths include,

line-of-sight from the transmitter, diffraction over the top or around large buildings, and reflec-

tions from buildings and other large objects (e.g. hills/mountains); and in most circumstances

one or two components dominate the (sector-averaged) received power [66].

It must be understood that the purpose of a mechanistic model is not to predict the in-

stantaneous received power at a point. As noted in section §2.2, objects in the propagation

environment will scatter the received signals, leading to multi-path fading. While precisely

predicting the fading envelope would require characterising all scattering objects, this is not

necessary as fading can usually be modelled with appropriate statistical distributions super-

imposed on the sector-averaged signal level. Therefore, a mechanistic model only needs to

reliably estimate the sector-mean to accurately predict system performance parameters, such

as the SIR and outage probability. Components that do not contribute significantly toward the

sector-mean are not considered mechanisms, and are disregarded from the mechanistic model.

The dominant mechanisms are identified by a thorough analysis of in-building radio-wave

propagation with two- and three-dimensional implementations of the FDTD method. The

FDTD method is more applicable to general buildings than most analytical techniques and,

unlike ray-based methods, makes no a priori assumptions about the propagation paths. The

complexity of the propagation processes can make conclusive identification of the mechanisms

difficult, however various visualisation techniques developed in this thesis can be used to infer

the dominant propagation paths. The mechanistic model is formed by developing appropriate,

computationally efficient, approximations for each mechanism. As many mechanisms identified
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are likely to remain the same for similar environments in different locations [66], a significant

advantage of the mechanistic modelling approach is transportability to other buildings.

3.5 Contributions of this Thesis

As noted in Table 3.3, the FDTD method has been used to model indoor propagation previ-

ously, however, there has been little work on generalising these results to identify the dominant

mechanisms governing propagation within buildings. Noticeably absent from Table 3.3 (other

than work by the author and reported in this thesis) is the use of the FDTD method to model

propagation between floors in multi-storey buildings. However, as noted in chapter 2, interfer-

ence arising from co-channel transmitters on adjacent (or nearly adjacent) floors can be signif-

icant, and this behaviour is generally not well characterised with existing propagation models.

The major contribution of this thesis is, therefore, the development of mechanistic models to

characterise the indoor radio channel, particularly focusing on inter-floor propagation and the

prediction of system performance. Other contributions include:

• developing and verifying parallel two- and three-dimensional FDTD codes suitable for use

on computing facilities at the University of Auckland;

• developing techniques to visualise the propagating fields (to help infer the dominant prop-

agation mechanisms);

• experimental characterisations of the indoor radio channel (with the aim of confirming

the results obtained with the FDTD method); and

• investigating the use of the FDTD method to directly estimate system performance.

Central to these goals, however, is a thorough assessment of the limitations of the FDTD method

to model propagation within buildings, particularly the use of two-dimensional representations

of the geometry, and the impact of furniture and other details.

3.6 Summary

Models to predict key propagation parameters, especially the sector mean, are important for

the deployment of indoor wireless systems. This chapter has reviewed a number of empirical

and deterministic models to predict signal strengths within buildings. Deterministic models

potentially offer improved accuracy and a better understanding of the propagation processes,

but are practically more difficult to apply than empirical models, which accordingly, remain

widely used. The mechanistic modelling approach outlined in this chapter aims to develop

simple models for the dominant propagation mechanisms, which are identified via an FDTD

analysis of the indoor radio channel. The major contributions of this thesis are an assessment

of the FDTD method to model radio-wave propagation in buildings, and the development of

mechanistic models to predict system performance. Chapter 4 will introduce the FDTD method

in more detail, focusing on aspects relevant to modelling propagation within buildings.



Chapter 4

The Finite Difference Time

Domain Method

4.1 Introduction

Chapter 2 outlined several methods currently used to predict propagation within buildings,

namely models based on experimental measurements, site-specific models based on compu-

tationally efficient electromagnetic approximations (e.g. geometrical optics and the uniform

theory of diffraction) and the application of full wave electromagnetic techniques, such as the

Finite Difference Time Domain (FDTD) method. As stated in chapter 3, one of the con-

tributions of this thesis is to develop computationally efficient mechanistic models to predict

propagation within buildings. In order to formulate these mechanistic models it is necessary to

adequately model the electromagnetic nature of the propagation process, without any a priori

assumptions. In this regard, full wave electromagnetics can be used to gain considerable insight

into how the physical building structure can influence the propagating fields. This chapter

introduces the FDTD method and outlines the implementation and validation of the numerical

codes developed.

The FDTD method was first proposed by Yee in 1966 [47], however the high computational

cost precluded extensive use and investigation of the method at that time. Since the publi-

cation of the stability bounds and an absorbing boundary condition by Taflove in 1975 [68],

there has been renewed interest in applying the FDTD method to larger and more complex

problems [11, pp 3–5]. This chapter focuses on aspects of the FDTD method relevant for mod-

elling propagation within buildings (a complete description of the FDTD method can be found

in [11]).

Section §4.2 outlines the derivation of the update expressions from Maxwell’s equations in

two- and three-dimensions. Also briefly discussed are the stability and dispersion criteria which

set bounds for the space and time steps. The boundary conditions terminating the lattice are

also important when examining unbounded problems with the FDTD method, and section §4.3

discusses the uniaxial perfectly matched layer (UPML) absorbing boundary. The computational

requirements of the FDTD method often exceed the resources available on a single computer,

and section §4.4 discusses the parallelisation of the FDTD algorithm for implementation on a

computer cluster. Section §4.5 outlines several test cases used to validate the numerical codes.

The major findings of the chapter are presented in section §4.6.

27
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4.2 The Finite-Difference Time-Domain Method

4.2.1 Maxwell’s Equations in Three Dimensions

In a source free region, Maxwell’s equations in differential form are given by [11, pp. 51–52]

∂B

∂t
= −∇× E − σ

E
E (4.1)

∂D

∂t
= ∇× H − σ

M
H (4.2)

∇ · D = 0 (4.3)

∇ · B = 0, (4.4)

where

E : electric field (V/m)

H : magnetic field (A/m)

D : electric flux density (C/m2)

B : magnetic flux density (Wb/m2)

σ
E

: electric conductivity (S/m)

σ
M

: magnetic loss (Ω/m).

In a medium containing stored electric charge, (4.3) is modified to ∇ · D = ρv, where ρv is

the volume charge density (in C/m3). Furthermore, in linear, isotropic, and non-dispersive

materials, E and H are related to D and B via the constitutive equations, given by

D = ǫE = ǫ0ǫrE (4.5)

B = µH = µ0µrH, (4.6)

where

µ0 : permeability of free-space, 4π × 10−7 (H/m)

µr : relative permeability of the medium

ǫ0 : permittivity of free-space, 8.85418782 × 10−12 (F/m)

ǫr : relative permittivity of the medium.

Substituting (4.5) into (4.1), (4.6) into (4.2) and expanding the curl operators in Cartesian

co-ordinates leads to six coupled differential equations,

∂Ex

∂t
=

1

ǫ0ǫr

[

∂Hz

∂y
− ∂Hy

∂z
− σ

E
Ex

]

(4.7)

∂Ey

∂t
=

1

ǫ0ǫr

[

∂Hx

∂z
− ∂Hz

∂x
− σ

E
Ey

]

(4.8)

∂Ez

∂t
=

1

ǫ0ǫr

[

∂Hy

∂x
− ∂Hx

∂y
− σ

E
Ez

]

(4.9)

∂Hx

∂t
=

1

µ0µr

[

∂Ey

∂z
− ∂Ez

∂y
− σ

M
Hx

]

(4.10)

∂Hy

∂t
=

1

µ0µr

[

∂Ez

∂x
− ∂Ex

∂z
− σ

M
Hy

]

(4.11)

∂Hz

∂t
=

1

µ0µr

[

∂Ex

∂y
− ∂Ey

∂x
− σ

M
Hz

]

. (4.12)
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Analytical solutions to (4.7)–(4.12) are difficult, if not impossible, to obtain for anything other

than simple cases, due to boundary condition complexity [10, p. 2, 105–106].

4.2.2 Reduction to Two Dimensions

If the structure being modelled extends to infinity in the z-direction with no change in the

cross-section and the incident wave is also uniform in z, then all ∂ ·
∂z

terms in (4.7)–(4.12) will

reduce to zero. Depending on the polarisation of the lattice and incident fields, two solutions

are possible: the transverse magnetic (TMz) and transverse electric (TEz) modes.

Equations (4.9), (4.10) and (4.11) (which only involve Hx, Hy and Ez field terms) represent

the TMz mode with respect to z:

∂Hx

∂t
=

1

µ0µr

[

−∂Ez

∂y
− σ

M
Hx

]

∂Hy

∂t
=

1

µ0µr

[

∂Ez

∂x
− σ

M
Hy

]

∂Ez

∂t
=

1

ǫ0ǫr

[

∂Hy

∂x
− ∂Hx

∂y
− σ

E
Ez

]

.

Similarly, equations (4.7), (4.8) and (4.12) (which only involve Ex, Ey and Hz field terms)

represent the TEz mode with respect to z:

∂Ex

∂t
=

1

ǫ0ǫr

[

∂Hz

∂y
− σ

E
Ex

]

∂Ey

∂t
=

1

ǫ0ǫr

[

−∂Hz

∂x
− σ

E
Ey

]

∂Hz

∂t
=

1

µ0µr

[

∂Ex

∂y
− ∂Ey

∂x
− σ

M
Hz

]

.

It is important to note there are no common field components between the TMz and TEz

modes, and so both modes can simultaneously exist independently (in two-dimensions).

4.2.3 The Yee Algorithm [47]

The Yee algorithm uses second order accurate central difference approximations in time and

space to discretise the temporal and spatial partial differentiation operators of (4.7)–(4.12) on

a rectangular lattice. For spatial grid separations ∆x, ∆y and ∆z and time increment ∆t, a

field component, U , may be written as

U(x, y, z, t) = U(i∆x, j∆y, k∆z, n∆t) = U
∣

∣

n

i,j,k
. (4.13)

Fig. 4.1 shows the positions of the interleaved electric and magnetic field components on a

unit cell of the Yee lattice, with • and • representing electric and magnetic field components

respectively. Each E component is surrounded by four circulating H components; and similarly,

each H component is surrounded by four circulating E components. The leapfrog algorithm

proposed by Yee interleaves the E and H fields in time, where the magnetic fields are evaluated

at integer time steps, while electric fields are evaluated at half-integer time steps.

It should be noted that the zero-divergence conditions of (4.3) and (4.4) do not need to be

explicitly enforced by the FDTD algorithm. This is because the staggered arrangement of the
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Figure 4.1: Positions of the field components in a unit cell of the Yee lattice, • and • represent
the electric and magnetic field components.

electric and magnetic fields in the Yee lattice ensures each unit cell satisfies the zero-divergence

conditions (i.e. electric and magnetic charge are not stored) [11, pp. 78–79]

The update equation for the Ez field component is derived starting from (4.9), namely

∂Ez

∂t
=

1

ǫ0ǫr

[

∂Hy

∂x
− ∂Hx

∂y
− σ

E
Ez

]

,

and applying central differences with the notation used in (4.13), leading to

Ez

∣

∣

n+0.5

i,j,k+0.5
− Ez

∣

∣

n−0.5

i,j,k+0.5

∆t
=

1

ǫ0ǫr
∣

∣

i,j,k+0.5

[

Hy

∣

∣

n

i+0.5,j+0.5,k+0.5
−Hy

∣

∣

n

i−0.5,j+0.5,k+0.5

∆x

−
Hx

∣

∣

n

i,j+0.5,k+0.5
−Hx

∣

∣

n

i,j−0.5,k+0.5

∆y
− σ

E

∣

∣

i,j,k+0.5
Ez

∣

∣

n

i,j,k+0.5

]

.

(4.14)
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However, Ez

∣

∣

n

i,j,k+0.5
is not known, as electric fields are only updated on half-integer time steps.

A semi-implicit approximation is used to estimate the electric field at time step n, i.e.

Ez

∣

∣

n

i,j,k+0.5
=
Ez

∣

∣

n+0.5

i,j,k+0.5
+ Ez

∣

∣

n−0.5

i,j,k+0.5

2
. (4.15)

Substituting (4.15) into (4.14) and solving for Ez

∣

∣

n+0.5

i,j,k+0.5
gives the update equation for Ez as

Ez

∣

∣

n+0.5

i,j,k+0.5
=

(

2ǫ0ǫr
∣

∣

i,j,k+0.5
− ∆tσ

E

∣

∣

i,j,k+0.5

2ǫ0ǫr
∣

∣

i,j,k+0.5
+ ∆tσ

E

∣

∣

i,j,k+0.5

)

Ez

∣

∣

n−0.5

i,j,k+0.5
+

(

2∆t

2ǫ0ǫr
∣

∣

i,j,k+0.5
+ ∆tσ

E

∣

∣

i,j,k+0.5

)

×
[

Hy

∣

∣

n

i+0.5,j+0.5,k+0.5
−Hy

∣

∣

n

i−0.5,j+0.5,k+0.5

∆x
−
Hx

∣

∣

n

i,j+0.5,k+0.5
−Hx

∣

∣

n

i,j−0.5,k+0.5

∆y

]

.

(4.16)

Similar expressions can be derived for the remaining electric and magnetic field components,

as presented in appendix A.

4.2.4 Dispersion and Stability

The FDTD algorithm introduces non-physical numerical dispersion, which can influence the

components of the E and H fields [11, p. 107]. In a free-space lattice1, dispersion causes

the phase velocity to depend on the frequency, direction of propagation and grid discretisa-

tion. The extent of these effects can be quantified by comparing finite-difference solutions of

monochromatic plane wave propagation with analytical solutions. It has been found that the

spatial sampling density greatly influences the numerical dispersion error [11, pp 120–128]. In

particular, the dispersion error decreases with increased sampling density, and reduces to zero,

in the limit, as the grid size approaches zero. It has been found that errors due to the phase ve-

locity and anisotropy can be constrained below 1% (for all lattice cells) with sampling densities

greater than 12 points per wavelength [11, pp 120–128].

To ensure the numerical stability of the FDTD method outlined in (A.1)–(A.6), the time

increment cannot exceed the Courant limit [68]. For a three-dimensional FDTD lattice, with

cell size ∆x× ∆y × ∆z, the stability bound is

∆t ≤ ∆tCourant =
1

c0
√

1
(∆x)2

+ 1
(∆y)2

+ 1
(∆z)2

,

where c0 is the speed of light in free-space. For a two-dimensional (TMz or TEz) lattice the

stability bound is

∆t ≤ ∆tCourant =
1

c0
√

1
(∆x)2

+ 1
(∆y)2

.

In practice a time step of ∆t = 0.95∆tCourant is used to ensure any finite-precision rounding

errors do not cause numerical instability.

1ǫr = 1.0, µr = 1.0, σ
E

= 0.0 and σ
M

= 0.0.
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4.2.5 Lattice Excitation

Initially all field components in the lattice are zero, and propagating waves are excited by

applying time domain sources at appropriate points in the lattice. As the FDTD method

operates in the time domain, applying a source from t = 0 is akin to multiplying the steady-

state excitation by a unit step function, U(t). The spectrum of U(t) is infinite in extent, and

should such a source be directly applied to the lattice, increased dispersion will distort the

results. Furthermore, non-zero DC fields can be stored in the lattice if the excitation source has

a DC component2. Two types of sources have been used in this thesis: the modulated Gaussian

pulse and the ramped sinusoid function.

In discrete time the modulated Gaussian pulse is given by

p(n) = exp

[

−0.5

(

n− t0
t′w

)2
]

sin (2πfn∆t)U(n), (4.17)

where n is the step number, t′w is the pulse width in units of n, t0 is the lead-in time (typically

3–5 t′w), f is the centre frequency, ∆t is the time increment, and U(n) is the unit step function.

The pulse width is found by taking the Fourier Transform of (4.17) and solving for tw given

the 3 dB bandwidth, fb. The expression for tw (in s) is thus

tw =

√

− loge 0.5

2fb
2π2

(s).

To reduce the impact of the step-function, the sinusoidal excitation source is multiplied

by a smooth ramping-function, which rises from a small value to 1.0. The ramping function

employed in this thesis is the complementary error function, erfc(·), and the source applied is

thus

p(n) =

[

1 − 0.5 erfc

(

n− t0
t′w

)]

sin (2πfn∆t)U(n).

If the sinusoid is applied without the ramping function, dispersion errors and a significant DC

component will be induced [69].

4.3 Boundary Conditions

Any computer implementation of the FDTD technique requires suitable boundary conditions

for fields on the perimeter of the computational space. In particular, when applying the FDTD

method to unbounded problems (where the outgoing waves are assumed to travel to infin-

ity) the lattice must be truncated, and boundary conditions that minimise spurious reflections

are required. By applying appropriate boundary conditions to numerically simulate an elec-

tromagnetic wave propagating out of the FDTD lattice, reflection errors below 10−5 can be

achieved [11].

There are two major classes of boundary conditions: analytical and the perfectly matched

layer (PML). Analytical boundary conditions (such as the Mur technique [70]) typically use

one-way wave equations to numerically cancel the outgoing wave. The reflection error from

analytical boundary conditions is between 10−2 − 10−4, however, the performance degrades

2The FDTD lattice is divergence free in the absence of sources, however a source with a DC component will
deposit charge in the lattice in accordance with Maxwell’s Equations [69].
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Figure 4.2: Two-dimensional FDTD computational domain surrounded by UPML boundary
conditions. The corner regions are formed by overlapping edge regions (adapted from [11, p.
280]).

when the wave impinges on the boundary at glancing incidence [11, pp 245–251]. For this

reason, boundary conditions incorporating the PML are usually required.

4.3.1 The Perfectly Matched Layer

The PML boundary condition was proposed by Berenger in 1994 [71], and uses an artificial

material designed to absorb outgoing waves and minimise any reflections. The computational

space is completely surrounding with a thin layer (10–15 cells thick) of a lossy material char-

acterised by electrical conductivity σ
E

and magnetic loss σ
M

. By relating these parameters

via
σ

E

ǫ0
=
σ

M

µ0
,

the intrinsic impedance of the medium is matched to free-space, and reflectionless transmission

of a normally incident plane wave into the layer can be achieved. Once in the layer, the

incident wave is rapidly attenuated. To absorb waves at oblique incidence, Berenger’s PML

splits transverse field components into to two parts, normal and tangential to the boundary, and

only the normal component is attenuated [71]. This formulation, although non-Maxwellian3,

can achieve reflection errors below 10−5 [11, 71].

This thesis uses an alternative (Maxwellian) formulation of Berenger’s PML: the Uniaxial

PML (UPML) [73]. Fig. 4.2 shows the structure of a two-dimensional computational lattice

with the problem space surrounded by a thin layer of the UPML absorbing boundary. An

abridged derivation of the UPML is presented in appendix B.

3Berenger’s PML results in 12 coupled differential equations relating the E and H fields; these include
dependent sources, rendering the medium active, and hence non-Maxwellian [72].
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Figure 4.3: Relative reflection error observed for a 12-cell thick UPML operating a 2D TMz

lattice. The source is located at (100, 100), Point A at (5, 100) and Point B at (5, 5).

4.3.2 UPML Performance

Fig. 4.3(a) shows the performance of a two-dimensional, TMz polarised, 12-cell thick UPML

for two sample points, A and B as indicated on Fig. 4.3(b). A differentiated Gaussian pulse,

given by p(t) = −2
[

t−t0
tw

]

exp
[

−
(

t−t0
tw

)]

, is used to excite the lattice, where tw = 1.23 µs and

t0 = 5tw. The cell size is ∆x = ∆y = 0.01 m, and the time increment ∆t = 22.4 ps. The

simulation was run for 5000 time steps (112 ns) and the relative error (ξ) is calculated over this

period (for the Ez field component) using

ξ
∣

∣

n+0.5

i,j
=

∣

∣

∣
Ez

∣

∣

n+0.5

i,j
− ERef

z

∣

∣

n+0.5

i,j

∣

∣

∣

max
∣

∣

∣
ERef

z

∣

∣

n+0.5

i,j

∣

∣

∣

,

where the reference solution, ERef
z , is calculated by solving a problem space sufficiently large

such that reflections from the boundaries are not present in the first 5000 time steps. Larger

errors are observed in Fig. 4.3(a) for point B, and this observation is consistent with other

numerical experiments conducted with the UPML [11, pp. 313–323]. The UPML parameters

found to give the lowest error in this case are: κmax = 3.0 and σmax = 0.64. The performance

of the UPML is observed to degrade with higher angles of incidence. However, in most cases

the relative error is bounded below 10−4.

4.4 Parallel Implementation of the FDTD Method

4.4.1 Computational Requirements

One of the major limitations of the FDTD method, particularly when applied to electrically

large problems, is computational requirements that often exceed the capability of a single-

processor computer. To illustrate this, each three-dimensional lattice cell requires memory to
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Figure 4.4: Architecture of a Beowulf computer cluster. Adapted from [49, 120–125]

store six field components (for two-dimensional TMz or TEz lattices only three components

must be stored). As the FDTD method is iterative and to minimise round-off errors, floating

point numbers must be stored with double precision to correctly represent the fields. Each field

component thus requires 64 bits (8 bytes), and in a three-dimensional lattice, each unit cell

requires 48 bytes of memory. For an electrically large, three-dimensional, problem the number

of mesh cells required to represent the geometry may exceed 3 × 109, and the corresponding

memory required is in excess of 150 gigabytes. This number represents a lower bound, as in

practise additional storage is required for auxiliary variables and the implementation of the

UPML. In some cases the simulation must be run for more than 20,000 time steps before the

fields reach steady-state. Solving problems of this scale using a single processor computer is

not currently feasible. One solution to this challenge is to use parallel computing to split

the computations over multiple processors. Fortunately, the FDTD method is well suited for

parallelisation with only minor changes to the algorithm.

4.4.2 High Performance Computing

High Performance Computing (HPC) is a generic term for systems utilising parallel computers

to more efficiently solve large computational problems. One of the more recent developments

in HPC has been the use of clusters composed of many (relatively) inexpensive computers con-

nected via a high speed network; this is typically termed a Beowulf 4 cluster. Unlike dedicated

parallel computers, Beowulf clusters use software and communications protocols to present

the programmer with a single ‘virtual’ computer, where many of the details of the physical

connections have been abstracted away. The cluster runs an operating system (in most cases

GNU/Linux) and the nodes communicate by requesting and sending messages (containing data)

over the network. One of the most widely used communications protocol for HPC Beowulf clus-

ters is the Message Passing Interface (MPI). Several implementations of the MPI exist, and the

research reported in this thesis has used MPICH2 [74].

As illustrated in Fig. 4.4, each compute node in a Beowulf computer cluster contains separate

processing (CPU), local storage (disk) and memory elements. The nodes are linked together

4The name Beowulf comes from the main character in the Old English epic poem of the same name; Beowulf

is described as having “thirty men’s heft of grasp in the gripe of his hand.”
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Figure 4.5: TMz parallelization with field exchange in the x direction.

via a high speed network (e.g. Gigabit Ethernet or InfiniBand) over which the MPI messages

are passed. Each block labelled CPU may contain multiple processors; in this case the memory

within that node is shared and directly addressed. However, data stored in another node cannot

be directly addressed and must be requested via MPI.

4.4.3 Field Exchange

As each field component depends only on the immediately adjacent components, the FDTD

lattice can be straightforwardly subdivided into smaller sub-domains, each within the compu-

tational limits of a single computer. The sub-domains are assigned to separate compute nodes

on a Beowulf cluster, and the boundary fields exchanged every time step, thereby allowing field

propagation between the sub-domains [49, 145–150].

Fig. 4.5 shows the electric and magnetic field exchanges between processor n− 1 and n for

a TMz lattice parallelized in the x direction. A single layer of cells overlap on the boundary

between processors n−1 and n. The electric fields are updated in both processors using (4.16).

The updated Ez fields on the left boundary of processor n are passed back to processor n− 1,

overwriting the existing electric fields on the right boundary. The magnetic fields are then

updated in both processors using (A.4)–(A.5). The Hy fields on the right boundary of processor

n− 1 are passed forward to processor n, overwriting the existing magnetic fields. The Ez fields

are then updated, and the field-transfer process is repeated at every time step. This arrangement

allows waves to propagate in both directions between the processors with no spurious reflections

or distortions. It should be noted that, in this example, Hx fields do not need to be exchanged

as these are normal to the ‘slice’ direction. For maximum efficiency in two-dimensions, fields

are exchanged in both the x and y directions, which can be treated independently. This process

can be readily extended to three-dimensions.
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Figure 4.6: Improvement in simulation time versus the number of processors allocated for a 2D
TMz implementation in FORTRAN 90 with data passed between the processors using MPICH2.

4.4.4 Parallel Efficiency

The efficiency of the two-dimensional implementation (TMz polarisation) of the parallel FDTD

method was validated by solving a 1680 × 1680 cell test space. No materials were modelled

and the edges of the simulation space were terminated with the UPML. The simulation was

run for 20,000 time steps, with one to eight processors (Intel Xeon 2.00 GHz) allocated. An

improvement factor F , was defined by

F (p) =
T (1)

T (p)
,

where T (p) is the computational time when solving the test space with p processors. Fig. 4.6

shows the improvement in simulation time versus the number of processors allocated. In the

ideal case, the improvement in simulation time should scale linearly with the number of pro-

cessors allocated [49]. However, in practise, communication overheads between the processors

will result in performance that is not quite as good as the ideal case.

4.5 Validation of the Codes

The FDTD codes developed in this thesis were implemented in Fortran 90 and compiled with

version 10.1 of the Intel Fortran Compiler for Linux, with all speed optimisations enabled. This

section presents the results for three test cases used to validate the implementation. The first

two tests examine propagation in free-space, and are used to show the FDTD codes give the

correct distance dependency and radiation patterns. The third test compares the FDTD code

to a two-dimensional geometrical optics and uniform theory of diffraction (GO/UTD) code for
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diffraction around a perfectly conducting knife edge.

4.5.1 2D and 3D Distance Dependency

Fig. 4.7 shows plots of the electric field magnitude, measured as a function of distance from

the source, for the two- and three-dimensional FDTD lattices. The applied source is a unit

amplitude sinusoid with f = 1.0 GHz, and the lattice cell size is 10 mm. A single Ez component

is used to excite the three-dimensional and two-dimensional TMz lattices; while a Ey component

is used for the TEz lattice. In free-space, the electric fields are known a priori to decrease

exponentially with distance according to

|E| ∝ 1

dn
, (4.18)

where d is the separation distance, and n is the distance dependency exponent. In two-

dimensional free-space n = 0.5, and in three dimensions n = 1.0; these values both agree

with the results obtained from the FDTD simulations. It is observed in Fig. 4.7 that for small

separation distances the electric fields do not follow the exponential relationship in (4.18). In the

small region around the radiating component near-field effects dominate and cause deviations

from (4.18).

4.5.2 3D Radiation Pattern

Fig. 4.8 shows the azimuth and elevation radiation patterns extracted from a three-dimensional

simulation of a short dipole radiating in free-space. A single Ez field component is used to

excite the lattice with a sinusoid at a frequency of 1.0 GHz. The Ez field is measured on a

radial distance, 3λ from the source point. In the far field, the azimuth radiation pattern from

a short dipole is omnidirectional; while the elevation pattern is given by Eθ ∝ sin θ, where θ

is the elevation angle. In Fig. 4.8 the theoretical radiation patterns have been scaled to the

values extracted from the FDTD simulation. A good agreement exists for both the azimuth

and elevation patterns.

4.5.3 Diffraction by a Single PEC Knife Edge

Fig. 4.9 shows the magnitude of a two-dimensional TMz polarised electric field at a radius

of 2λ around the tip of a PEC knife edge (λ/30 thick) calculated using a two-dimensional

geometrical optics and uniform theory of diffraction (GO/UTD) code and the two-dimensional

TMz FDTD code. The source point is located 50λ from the tip at angle φ = 75◦. Close

agreement is observed between the FDTD and GO/UTD results. The small differences in the

fields are likely due to the finite thickness (∆ = 10 mm) PEC knife edge in the FDTD lattice

and numerical dispersion.

4.6 Summary

This chapter has focused on aspects of the FDTD method relevant for indoor propagation

modelling. The FDTD update equations have been derived, and a brief overview of numerical

dispersion and stability presented. Issues related to the excitation of the lattice with pulse

and sinusoidal functions have also been examined. The importance of appropriate boundary
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conditions for unbounded problems is discussed, and a brief derivation of the UPML is provided

in appendix B.

One of the major limitations of the FDTD method to model electrically large problems

(such as indoor propagation) are computational requirements that can exceed the capabilities

of a single computer. Hence, a portion of this chapter has focused on the implementation of the

parallel FDTD method on Beowulf computer clusters. The implementation has been tested

and shows good performance and parallel efficiency. Also presented in this chapter are the

results for three test cases where analytical or alternative solutions are known; these are used

to demonstrate the validity of the implementation. Chapter 5 will focus on the application

of the FDTD method for indoor propagation modelling, and outline the propagation studies

considered in this thesis.



Chapter 5

Indoor Propagation Modelling

with the FDTD Method

5.1 Introduction

Chapter 4 introduced the FDTD algorithm, derived a set of update equations, discussed the

implementation of the UPML absorbing boundary and outlined the parallelisation strategy.

The boundary conditions and parallelisation are important aspects of the FDTD method when

modelling unbounded and electrically large problems. However, chapter 4 has not explicitly

considered how the FDTD method can be used to model radio-wave propagation in indoor

environments. The goal of this chapter, therefore, is to show the reader how the FDTD method

can be applied to characterise the indoor radio channel, and thereby address the goals of this

thesis posed at the end of chapter 3.

Section §5.2 outlines the conversion of time-domain electromagnetic fields (as calculated

by FDTD simulations) to quantities relevant for propagation prediction, such as the power

and path-loss. Another major focus of this chapter (section §5.3) is the development of post-

processing techniques to identify and visualise the dominant propagation mechanisms, e.g.

density plots of the steady-state electric field phase and streamline visualisations of the Poynting

vector. A brief overview of the electromagnetic properties of common building materials is

provided in section §5.4. Section §5.5 describes the propagation studies examined in this thesis

to characterise the indoor radio channel. It should be noted that the studies presented in

section §5.5 will not be quantitatively examined in this chapter, rather, the goal is to outline

the logical strategy followed in the remaining chapters of this thesis. The major findings of the

chapter are presented in section §5.6.

5.2 Propagation Modelling with the FDTD Method

5.2.1 Field Magnitude and Phase

The steady-state magnitude and phase of any field component can be found by taking a Fourier

Transform of the time-history at each point in the lattice1. In continuous time, the Fourier

1This technique can be applied for both pulse and sinusoidal excitation sources.

41



42 CHAPTER 5. INDOOR PROPAGATION MODELLING WITH THE FDTD METHOD

Transform can be written as

U(ω) =

∞
∫

−∞

u(t) exp (−jωt) dt, (5.1)

where ω = 2πf . However, evaluating (5.1) at the conclusion of time-stepping requires the whole

time-history to be recorded, and is an inefficient use of data storage. In discrete time (n∆t)

and space (i, j, k), and for a fixed frequency, f , (5.1) can be written as a running sum

Uf

∣

∣

i,j,k
= Uf

∣

∣

i,j,k
+ u|ni,j,k × exp (−j2πfn∆t), (5.2)

where Uf

∣

∣

i,j,k
= 0 initially. This approach only requires one additional variable (Uf ), which

is declared as a complex double (128 bits). At the end of the simulation the magnitude and

phase can be found by taking the absolute value, and argument, of Uf

∣

∣

i,j,k
respectively. The

magnitude and phase throughout the lattice are normalised to the source point (assumed to be

1∠0◦ V/m)2.

5.2.2 Path-Loss

The link-budget equation for a wireless system can be represented generally as

Pr = Pt +G− L− PL (dBm),

where Pt and Pr are the transmitted and received powers (in dBm), G and L represent lumped

gains and losses (e.g. antennas and cables), and PL is the path-loss. Only the path-loss depends

on the environment, and in three-dimensional3 free-space, a comparison can be made between

the FDTD results for the steady-state electric field magnitude and the Friis equation [2, p. 71]

to determine the effective gains of a radiating element in the FDTD lattice. A single Ez field

component is excited, and the field measured along a radial line in the normal plane. The Friis

equation is given by

Pr

Pt

= GtGr

(

λ

4πd

)2

,

where Pt and Pr are the transmitted and received powers (in Watts), d is the separation

distance between the transmitting and receiving antennas, and Gt and Gr are the transmitter

and receiver antenna gains. To convert the FDTD results to power or path-loss (and to make

valid comparisons against experimental measurements) a calibration needs to be run in free-

space (for each combination of f and ∆) to determine the “effective values” of Gt and Gr. A

brief overview of two- and three-dimensional free-space calibrations is presented in appendix C.

5.2.3 Impulse Response

The impulse response can be measured by recording the time history at desired points in the

lattice when modulated-pulse excitation is used [49, pp. 97–100]. Although the magnitude of

the impulse response could be extracted using an envelope detector, this approach would not

preserve the phase information. The complex base-band impulse response can be found by

21∠0◦ A/m in the case of magnetic field excitation.
3Two-dimensional results cannot be converted to path-loss and are typically presented with the source nor-

malised to 1∠0◦ V/m.
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Figure 5.1: Density plot of the steady-state Ez phase around a PEC knife edge at 1.0 GHz.
The knife edge is identified in red.

separating the time history into in-phase and quadrature components. The unwanted harmonic

terms can be removed via digital filtering, and the magnitude and phase of the impulse response

extracted by combining the in-phase and quadrature components in post processing.

5.3 Visualising Propagation

5.3.1 Phase Plots

Density plots of the steady-state magnitude (usually converted into path-loss and shown on a

dB scale) are often used to determine the distribution of received power in a given geometry,

and frequently form the basis of comparisons between FDTD simulations and experimental

measurements. However, additional insights into the propagation processes may also be gained

by examining the curvature of the phase-fronts in density plots of the steady state phase. As an

example, Fig. 5.1 shows a density plot of the steady-state Ez field phase (in a two-dimensional

TMz lattice) for diffraction around a PEC knife edge (a depiction of the geometry is shown

in Fig. 4.9). It is observed in Fig. 5.1 that most phase fronts above the source are radially

centred, representing a cylindrically diverging field, and indicating the dominant propagation

mechanism in these regions is line-of-sight propagation. Directly in front of the PEC knife edge

the direct and reflected components have similar magnitude, and distinct changes in the phase

are visible4. Moreover, phase fronts in the shadow region of the knife edge are radially centred

on the tip, supporting the presence of an edge diffracted component (as might be predicted

from the geometrical or uniform theory of diffraction).

5.3.2 Poynting Vectors

In some circumstances visualisations of the electric and magnetic fields can be used to determine

the dominant propagation paths. However, the presence of strong multi-path components tends

4It should be noted that phase plots, such as Fig. 5.1, show the net phase caused by the vector summation
of various components in the environment. This can lead to difficulties in interpreting the results.
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to perturb the fields, making interpretation difficult. As discussed in this section, an alternative

approach is to calculate the power flow through the environment from the full-wave FDTD

simulation results. A measure of the power flow is given by the time averaged Poynting vector,

S =
1

2
ℜ[E × H∗] W/m

2
, (5.3)

where E and H are the steady-state (time-harmonic) vector electric and magnetic fields respec-

tively, and ∗ denotes the complex conjugate. As noted in section §4.2.3, and Fig. 4.1, the E

and H field components are spatially staggered on the Yee lattice. To correctly calculate the

Poynting vector the fields need to be co-located, and this is achieved by spatially averaging the

E and H field components to (i+ 0.5, j + 0.5, k + 0.5). As an example, the spatially averaged

Ex field is

Ex

∣

∣

i+0.5,j+0.5,k+0.5
=

1

4

[

Ex

∣

∣

i+0.5,j,k+1
+ Ex

∣

∣

i+0.5,j+1,k+1

+Ex

∣

∣

i+0.5,j+1,k
+ Ex

∣

∣

i+0.5,j,k

]

.

Similar expressions for the remaining field components can be derived, and the steady-state

magnitude and phase can be found by applying (5.2). Expanding (5.3) for the Poynting vector

in Cartesian coordinates gives

Sx =
1

2
ℜ
[

Em
y exp

(

jEp
y

)

Hm
z exp (−jHp

z ) − Em
z exp (jEp

z )Hm
y exp

(

−jHp
y

)]

Sy =
1

2
ℜ[Em

z exp (jEp
z )Hm

x exp (−jHp
x) − Em

x exp (jEp
x)Hm

z exp (−jHp
z )]

Sz =
1

2
ℜ
[

Em
x exp (jEp

x)Hm
y exp

(

−jHp
y

)

− Em
y exp

(

jEp
y

)

Hm
x exp (−jHp

x)
]

,

where (·)m and (·)p are the steady-state magnitude and phase respectively.

The energy flow can be visualised by drawing an arrow in the direction of the Poynting vector

at each point in the lattice. However, it can be difficult to correctly interpret this visualisation

in complex geometries. An alternative approach (outlined in §5.3.3) is to project streamlines

through the Poynting vector field.

5.3.3 Streamline Visualisations of the Poynting Vector

At each point in the field, the Poynting vector indicates the direction and magnitude of the net

energy flow. Streamlines can be projected through this space by applying principles developed

in fluid dynamics for studying steady flows [75]. A similar analysis using Poynting vector

streamlines to visualise energy flow escaping backwards around a pyramidal horn antenna was

shown in [76]. The local tangent to a streamline is the vector representing energy flow at that

point, and in three-dimensions the differential equation governing a streamline is given by

d~p(a)

da
= S(~p(a)), (5.4)

where ~p is the position (in Cartesian coordinates), a is the parameter along the streamline, and

S(~p) is the Poynting vector at ~p.

Fig. 5.2 shows a graphical representation of the process to project the streamline through

the Poynting vector field. Starting from an appropriate initial position, ~p(a), the streamline is

computed by numerically solving (5.4) using forward differences (tracing the direction of the
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Figure 5.2: Streamlines are drawn by tracing a path through the Poynting vectors. This diagram
shows the forward difference case.

physical propagation of the Poynting vector out of the lattice) or backward differences (tracing

the Poynting vector back to the transmitting antenna). The forward difference expression is

given by
~p(a+ ā) − ~p(a)

ā
= S(~p(a)), (5.5)

and the backward difference by

~p(a) − ~p(a− ā)

ā
= −S(~p(a)). (5.6)

A step size ā = 2∆ (where ∆ is the lattice cell size) was found to be a good trade off between

computational efficiency and accuracy. In the case where S(~p(a + ā)) does not lie on the

rectangular FDTD lattice, it is interpolated using values from adjacent cells. Linear and cubic

spline interpolation methods were implemented, and in both cases the resulting streamlines were

very similar. A single initial position results in one streamline which may not be representative

of the dominant propagation mechanism in a region. To assist in the visualisation of the net

energy flow in a region of space 100 points in a 3λ ‘cloud’ around the specified initial position

are typically seeded.

5.3.4 Propagation Through an Infinite Lossy Dielectric Slab

Fig. 5.3 shows streamlines traced through an infinite dielectric slab5 (ǫr = 6.0 and σ
E

=

0.05 S/m) 6 from 50 seed points (indicated by •) to the source point (indicated by ×). A

frequency of 1.0 GHz was used, with a mesh size ∆ = 5 mm to minimise numerical dispersion.

The streamlines are observed to bend toward the normal when passing through the vacuum-slab

interface, and away from the normal at the slab-vacuum interface. These results agree with

ray-optical refraction (Snell’s law). It is also observed that the streamlines (particularly in front

of the slab) are not straight—the ripples develop as the Poynting vector is calculated in the

time-domain—as these represent the net energy flow. In this case the net energy flow includes

the specular reflection component from the slab interface.

5An infinite slab is modelled by extending the dielectric block into the UPML absorbing boundaries, thereby
preventing spurious edge effects.

6These parameters are typical for concrete.
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Figure 5.3: Streamlines of the Poynting vector, traced from seed points (•) to the source (×)
through a 0.30 m thick concrete slab for a two-dimensional TMz lattice.

5.4 Material Modelling

The material properties for a general isotropic, homogeneous object in the FDTD lattice can

be characterised by ǫr, µr, σE
and σ

M
in (A.1)–(A.6). Over the frequency range of interest

(1.0–2.5 GHz), the electromagnetic properties of typical materials encountered within buildings

can be modelled as frequency independent [32]. Furthermore, the majority of these materials

can be classified as dielectric and non-magnetic, with µr = 1.0 and σ
M

= 0.0. Experimental

measurements of the electrical properties for typical building materials have been published by

a number of authors, and there is often a large variation in the values reported, even at similar

frequencies7. Table 5.1 lists some of the significant building materials used in the construction

of multi-storey buildings, and presents nominal values for the electrical properties (ǫr and σ
E
)

as used in the FDTD simulations.

5.5 Interference Modelling and Mitigation with the FDTD

Method

As stated in Chapter 3, the major motivations of this thesis are the characterisation and (pos-

sible) mitigation of interference arising from co-channel transmitters located on adjacent (or

nearly adjacent)8 floors in multi-storey buildings. However, it is first necessary to characterise

the indoor radio channel, particularly focusing on inter-floor propagation. The following three

chapters (6, 7 and 8) of this thesis are dedicated to investigating inter-floor propagation for var-

7The exact composition of many common building materials varies considerably, making correct classification
difficult.

8It has been shown that the majority of received power (and thus interference) arrives from the immediately
adjacent floors [6].
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Table 5.1: Electrical Properties of Common Building Materials over 1.0 GHz–2.5 GHz

Material Use
Electrical Properties

References
ǫr σ

E
(mS/m)

Concretea Floorsb, internal structural supports
and external walls.

4.0c, 6.0 10.0–50.0 [32,41,77–79]

Glass Exteriord and internal windows, usually
not load bearing in multi-storey build-
ings.

3.0 2.0 [32,78,80]

Drywalle Internal partitions, not load-bearing
(typically nailed to both sides of a tim-
ber frame).

3.0 5.0 [32,41,78]

Timber Framing for internal partitions, usually
not load bearing in multi-storey build-
ingsf. Also a major component of typi-
cal office furniture.

3.0 10.0 [32,81]

Metal Framing for windows, ducts and pipes,
reinforcing bars, and a component of
typical office furniture.

1.0 1010 [82, p. 62]

aConcrete is a composite material composed of cement, aggregate (crushed stone with varying degrees of
coarseness) and water, but is typically modelled as homogeneous when applying time-domain methods [41, 56,
58,60,77].

bConcrete has high strength under compressive loads, but is significantly weaker under tension; it is necessary
to reinforce any structures likely to experience tension, such as floors, with metal bars (rebar), which is usually
arranged in a grid mesh.

cǫr = 4.0 was used for three-dimensional simulations due to limits on the computational resources.
dContemporary architectural styles use glass more extensively on exterior surfaces.
eAlso known as plaster- or gib-board.
fAn exception is a light-weight timber-framed top floor added to an existing multi-storey building.

ious scenarios with two- and three-dimensional implementations of the FDTD method. These

three studies are followed by chapter 9, which outlines the use of the FDTD method to model

interference and interference-mitigation tools, and the implications for modern wireless systems.

A brief description of each study is outlined and accompanied by generalised depictions of the

geometries investigated.

5.5.1 Propagation Study A—Within the Building Perimeter (2D)

This study considers a vertical two-dimensional ‘slice’ through a building, as illustrated in

Fig. 5.4, and the analysis of this geometry forms the basis of chapter 6. The vertical slice consists

of multiple concrete floors in free-space. The concrete floors are assumed to be homogeneous,

and can be completely specified by their relative permittivity and conductivity (i.e. the electrical

properties of the concrete are not frequency dependent). It is recognised that this geometry

is simplistic, but it is broadly representative of many modern office buildings, and serves as a

good starting point to identify the dominant inter-floor propagation mechanisms. The analysis

of inter-floor propagation in similar two- and three-dimensional geometries has been considered

previously using GO/UTD methods [38,83].

The effects of architectural and structural details, such as glass windows, metal reinforcing

bars and hanging panels, have also been considered in chapter 6. Buildings similar to those

considered in Fig. 5.4 often have internal concrete structures, such as a services shaft containing
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Figure 5.4: Propagation Study A—Within the Building Perimeter (2D).

lifts and stairwells. An initial, two-dimensional, approximation of a hollow concrete services

shaft has also been studied as part of this geometry. However, small-scale internal details, such

as office furniture and soft partitions, are more difficult to model correctly in two-dimensions.

Consequently, an analysis involving the internal details is deferred until Chapter 8, when a

three-dimensional geometry is considered.

It is also difficult to directly compare simulation results for this geometry with experimental

measurements made within buildings. The 2.5D approximation outlined in appendix E is not

applicable in this case, as most propagation paths are not in free-space. Instead, comparisons

are made between experimental measurements of the path-loss and mechanistic models for

path-loss developed from the FDTD simulations.

5.5.2 Propagation Study B—External to the Building Perimeter (2D)

The analysis of inter-floor propagation on paths contained within the building perimeter is

considered in chapter 6. However, as more floors are penetrated, external paths are thought

to contribute more toward the received power, because internal paths are significantly attenu-

ated. In dense urban environments, nearby buildings in close proximity can potentially reflect

strong signals back onto lower floors, and this argument is supported by previous measurement

studies [84,85].

Consequently, the propagation study examined in chapter 7 extends the two-dimensional

slice, shown in Fig. 5.4, to include possible reflection and scattering paths from nearby buildings,

as illustrated in Fig. 5.5. The two-dimensional geometry depicted in Fig. 5.5 considers partial

models of two buildings, identified as A and B, separated by a distance d. The transmitter

is located in Building A and reflections can potentially occur at the face of Building B. The

internal details of the buildings have been ignored in this study, however, the role of surface

irregularities (such as glass windows and architectural features) are examined in some detail.
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Figure 5.5: Propagation Study B—External to the Building Perimeter (2D).

5.5.3 Propagation Study C—Within the Building Perimeter (3D)

The propagation studies presented in chapters 6 and 7 largely focus on two-dimensional charac-

terisations of the inter-floor radio channel. It is important to note that, unlike the single-floor

case, no single two-dimensional slice through a multi-floor geometry can correctly account for

all possible propagation paths. For example, many buildings have concrete shafts containing

elevators and stairwells, and propagation to adjacent floors around (or through) such shafts

can only be thoroughly examined in three dimensions. Accordingly, chapter 8 examines propa-

gation between three floors9 of a multi-storey building in three-dimensions. A depiction of the

geometry investigated is shown in Fig. 5.6.

There has also been limited research into the impact of clutter in the environment (such

as office furniture) has on propagation. Most applications of time-domain methods to model

propagation within buildings have assumed these buildings to be empty [41, 54–56, 58, 60–62]

(though [54,60,61] did assess the impact of different wall types). However, typical office buildings

contain varying amounts of furniture and other metallic and dielectric clutter. Chapter 8 also

makes comparisons between a basic FDTD model (with a similar level of detail to models in the

existing literature) and a more detailed model that includes some furniture and similar objects.

5.5.4 Interference Prediction and Mitigation

Predicting wireless system performance in the presence of interference has traditionally been

accomplished with empirical models based on experimental measurements. However, when

used in practise, empirical models have frequently been found to result in pessimistic estimates

of system performance [6]. More accurate findings have been reported when the empirical

9Only three floors have been examined in three-dimensions due current computing limitations.
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Figure 5.6: Propagation Study C—Within the Building Perimeter (3D).

models were complemented with physical factors, such as correlated shadowing [39]. While the

propagation studies presented in chapters 6–8 have been used to formulate mechanistic models

for indoor propagation, these are not yet sufficiently developed to replace empirical models for

estimating system performance. Chapter 9 therefore presents a feasibility study, focusing on the

application of FDTD-based simulation tools to model system performance in the presence of

co-channel interference. Unlike experimental studies and empirical models, the FDTD method

allows the propagation mechanisms causing interference to be explicitly identified. Many of the

findings (such as optimal base-station placement) are therefore transportable to other buildings.

Deployment strategies for interference-mitigation tools are also examined in chapter 9.

5.6 Summary

In this chapter the FDTD method implemented in chapter 4 has been extended to model radio-

wave propagation within buildings, particularly focusing on the conversion of time-domain

electromagnetic fields to quantities relevant for system planning. A method to extend two-

dimensional results to 2.5D (allowing some comparison with experimental measurements) is also

discussed. Another contribution of this chapter has been the development of post-processing

techniques to determine and visualise the dominant propagation mechanisms, with the aim

of using these findings to form mechanistic models. The chapter is concluded with a logical

roadmap outlining the propagation studies investigated in chapters 6–9.



Chapter 6

Propagation Study A: Within the

Building Perimeter (2D)

6.1 Introduction

Chapter 5 focused on the application of the FDTD method to model propagation within build-

ings, and outlined the three propagation studies considered in this thesis to characterise the

indoor radio channel. As noted in chapter 2, determining the mechanisms governing inter-floor

propagation is important to correctly predict co-channel interference arising from systems op-

erating on adjacent (or nearly adjacent) floors in a multi-storey building. Accordingly, this

chapter presents a two-dimensional FDTD investigation of inter-floor radio-wave propagation

(where all propagation paths are contained within the building perimeter), with the aim of

developing appropriate mechanistic models to describe the behaviours observed.

Section §6.2 introduces a simplified two-dimensional model of a multi-storey building and

presents results obtained with a two-dimensional implementation of the FDTD method (with

both TMz and TEz polarisations considered). In section §6.3, this simplified geometry is

extended by considering the impacts of additional details, such as reinforcing bars (rebar),

glass windows and other architectural features. The geometry is further extended to consider

the impact of internal structural details (such as stairwells and elevator shafts) in section §6.4.

Section §6.5 proposes mechanistic models to predict the field strengths on adjacent floors of

a multi-storey building, and validates these findings against experimental measurements of

the path-loss. The implications of the findings (for interference prediction) are discussed in

section §6.6, and the chapter is briefly summarised in section §6.7.

6.2 Inter-Floor Propagation

Fig. 6.1(a) shows a photograph of the Engineering Tower at the University of Auckland. This

is a typical 1960s office block, and the floors and internal structral shaft (not visible in the

photograph) are made from reinforced concrete. Several features of the building have been

identified, including the windows and hanging (decorative) panels. Fig. 6.1(b) is a reproduction

of the illustration presented in Fig. 5.4, showing the two-dimensional vertical slice considered

in this chapter (the dimensions of this problem are chosen to match the Engineering Tower). It

is recognised that this geometry is a simplification of the real propagation environment, but it
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(a) (b)

Concrete Floors

2D Cutting Plane

Hanging Panels

Glass Windows

Figure 6.1: (a) Photograph of the Engineering Tower, (b) Two-dimensional vertical slice con-
sidered in this chapter.

serves as a useful starting point to identify the dominant propagation mechanisms. As noted in

Fig. 6.1(b), the two-dimensional slice considers a building with an open floor plan, where many

internal details (e.g. office furniture and fittings) have been ignored1. However, the complexity

of the geometry is progressively increased by introducing two-dimensional representations of

some details, such as rebar, windows, hanging panels and internal structural details (e.g. the

central services shaft).

6.2.1 FDTD Analysis

Table 6.1 shows the parameters examined in this section to assess the impact of altering the

frequency, floor thickness and concrete conductivity on the received power and propagation

mechanisms. Both TMz and TEz polarisations were considered, and for each combination of T

and σ
E

all three frequencies (1.0, 1.8 and 2.5 GHz) were captured in a single simulation run. The

permittivity of the concrete was held constant at ǫr = 6.0, with an FDTD-lattice size of 5 mm

to minimise dispersion. The floor separation distance was fixed at 2.70 m. Using the parallel

FDTD code discussed in chapter 4, on a 36-core Beowulf cluster (with Intel Xeon 2.66 GHz

quad-core processors), each simulation takes 5 hours to solve to steady state (75,000 time-steps).

The total time to solve the 40 cases outlined in Table 6.1 is thus 200 hours (8.5 days), and this

can be considered representative of a contemporary cluster.

Fig. 6.2(a) shows the steady-state power for an Ez component in a TMz polarised lattice

1It is difficult to describe much of this clutter on a two-dimensional slice. A more through investigation with
a three-dimensional geometry is considered in chapter 8.
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Table 6.1: Parameters examined in the two-dimensional vertical slice simulations.

Polarization f (GHz) T (m) σ
E

(mS/m)

TMz

1.0 0.1, 0.2, 0.3, 0.4 0, 25, 50, 75, 100
1.8 0.1, 0.2, 0.3, 0.4 0, 25, 50, 75, 100
2.5 0.1, 0.2, 0.3, 0.4 0, 25, 50, 75, 100

TEz

1.0 0.1, 0.2, 0.3, 0.4 0, 25, 50, 75, 100
1.8 0.1, 0.2, 0.3, 0.4 0, 25, 50, 75, 100
2.5 0.1, 0.2, 0.3, 0.4 0, 25, 50, 75, 100

at 1.0 GHz, and the corresponding phase is shown in Fig. 6.2(b). Nine storeys are considered,

and the transmitter is located on the top floor, 1.5 m from the ceiling. The source has been

normalised to 1∠0◦ v/m, and calibrated against the two-dimensional Green’s function, as dis-

cussed in appendix C. In this case, the concrete floors have been modelled as lossy dielectric

slabs with ǫr = 6.0, and σ
E

= 75 mS/m. Similar plots of the power and phase for an Ey field

component in a TEz polarised lattice are shown in Fig. 6.3(a) and (b) respectively.

For both TMz and TEz polarised lattices, the power is observed to decrease with distance

away from the transmitter, and from incremental attenuation encountered propagating through

the floors. In the TMz lattice the Ez field components are orthogonal to the page, and as

shown in Fig. 6.3(b) the fields radiate cylindrically from the source. By contrast, the Ey

source in the TEz lattice acts as a short dipole antenna. This is evident in the density plot

shown in Fig. 6.3(a), where the null in the dipole radiation pattern is visible directly under the

transmitter. Fig. 6.3(b) also indicates the phase fronts, though centred on the source, are not

cylindrical in shape.

The bands of low and high power observed in Fig. 6.2(a)—appearing to originate from

the source—can be attributed to strong specular reflections at the vacuum-concrete interfaces.

These reflections cause localised variations in the received power of over 20 dB across a floor, and

this behaviour is similar to multi-path fading, as discussed in chapter 2. However, the reflected

and penetrating components have similar path lengths for varying horizontal displacement

across the floor, and thus the fades can persist over multiple wavelengths. Although similar

patterns in the received power can be observed in Fig. 6.3(a), the fade depths are typically

smaller, as the Ey fields in a TEz lattice are discontinuous over normal dielectric boundaries.

For the case considered in Fig. 6.3, the magnitude of the Ey reflection coefficient from a dielectric

slab will be lower than a similar TMz polarised lattice [82, p. 188, 192].

6.2.2 Propagation Paths

In the geometry considered, two propagation paths are possible: 1) transmission through the

floors2; and 2) transmission via paths external to the building, e.g. diffraction down the outside

face3. Paths involving a combination of penetration and diffraction are also possible. The power

of the penetrating component decreases by a fixed amount per floor (in addition to free-space

loss), and depending on thickness and concrete conductivity, this is between 10–20 dB/floor.

Therefore, the power (in dBm) of the penetrating component decreases rapidly, but linearly,

with the number of floors penetrated. By contrast, the power of the diffracted components will

2Transmission through the floors includes the direct and multiple-reflection paths, and is entirely contained
within the building perimeter.

3In the geometry considered (isolated building) diffraction around the floors is the only external path possible.
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Figure 6.2: (a) Power and (b) Phase of the Ez field component (TMz lattice polarisation) for
0.30 m thick floors (ǫr = 6.0, σ

E
= 75 mS/m) at f = 1.0 GHz. The location of the transmitter

is marked with ×.
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Figure 6.3: (a) Power and (b) Phase of the Ey field component (TEz lattice polarisation) for
0.30 m thick floors (ǫr = 6.0, σ

E
= 75 mS/m) at f = 1.0 GHz. The location of the transmitter

is marked with ×.
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Figure 6.4: Isolating the total path-loss into direct and diffracted components. The direct com-
ponent is isolated by running the concrete floors into the UPML and the diffracted component
is isolated by placing a metal sheet in the concrete slab.

be significantly lower, but relatively constant with distance and (relatively) independent of the

number of floors4. The combined effect causes the received power to decrease linearly, until the

power of the diffracted component is approximately the same as the direct, at which point the

rate of decrease in received power slows, and is dominated by the diffracted component.

This finding is supported by the results shown in Fig. 6.2(a) and Fig. 6.3(a). For example,

Fig. 6.2(a) shows that for 1–5 floor separations the power decreases linearly with each additional

floor (the attenuation introduced is approximately 15 dB/floor); it is also observed that beyond

5–6 floor separations the received power remains relatively constant. Similar observations can

be made for the TEz polarised lattice in Fig. 6.3(a). These results are also supported by

Fig. 6.2(b) and Fig. 6.3(b), which show the steady-state phase for 1–5 floor separations remains

radially centred on the transmitter, indicating the dominant propagation mechanism in this

region is penetration through the concrete floors. Beyond five floor separations, the phase

fronts indicate diffraction at the floor vertices dominates the received signal. The presence of

external diffraction-based mechanisms that can propagate significant levels of power to other

floors is a noteworthy finding, as it provides a deterministic, physical basis for behaviours

reported in [7], e.g. floor-attenuation factors which vary as a function of the number of floors.

Fig. 6.4 shows the path-loss5 recorded on each floor for a TMz polarised lattice with 0.30 m

thick, σ
E

= 75 mS/m concrete floors at 1.0 GHz. The penetrating and diffracting components

have been isolated by considering two different geometries. The penetrating component is

4This mechanism could be influenced by external features, such as ledges and inset windows, which are
discussed further in section §6.3.

5In two-dimensions the path-loss is defined as −20 log10 |E|, where the source is normalised to 1∠0◦. It should
be noted that these values of the two-dimensional path-loss cannot be directly compared against experimental
measurements.
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isolated by extending the concrete floors into the UPML absorbing boundary, thereby preventing

any external propagation paths. In this case the average power is observed to decrease linearly

with the number of floors penetrated. The diffracted component is isolated by placing a layer of

PEC in the centre of the floor directly under the transmitter6, thereby preventing propagation

through the floors. In the case considered, after 5–6 floor separations the total received power

becomes dominated by the diffracted component.

6.2.3 Path-Loss versus Distance

Scatter plots of the (3λ)
2

sector-averaged path-loss versus the transmitter-receiver separation

distance, d are shown in Fig. 6.5 for (a) TMz polarisation and (b) TEz polarisation. The

frequency is 1.0 GHz, and the floors are modelled as 0.30 m thick homogeneous slabs of concrete

with ǫr = 6.0 and σ
E

= 75 mS/m. In both cases the path-loss is observed to increase with d and

the number of floors penetrated. The maximum path-loss occurs after 6–7 floor separations,

regardless of polarisation. However, as shown in Fig. 6.5(a), the maximum path-loss for the

TMz polarised lattice is approximately 120 dB, while the maximum for the TEz lattice is

18 dB higher. This difference can be attributed to the radiation pattern of the dipole antenna,

which (in the vertical orientation) tends to direct energy outwards. Similarly, Fig. 6.5(b) shows

that in a TEz polarised lattice, higher path-losses are observed in sectors directly under the

transmitting antenna.

On the same floor as the transmitter, the sector-averaged path-loss for both TEz and TMz

polarisations is observed to follow a free-space relationship with distance, i.e. the distance-

dependency exponent, n, is 1.07. In Fig. 6.5(a) several sectors are observed to have n < 1.0,

in this case the electrically smooth floor and ceiling support strong reflected components which

can reduce the path-loss. For TMz polarisation, n remains approximately 1.0 for 1–3 floor

separations, and the average attenuation introduced by each floor is 15.0 dB. This finding sug-

gests the sector-averaged path-loss (for 1–3 floor separations) can be modelled as free-space

with lumped attenuation-terms to account for propagation through the concrete floors. As n is

found by fitting the path-loss to distance on a logarithmic scale, beyond four floor separations

a distance-dependency model for the path-loss on each floor is no longer appropriate. Further-

more, after 4–5 floor separations the received power tends to be dominated by the diffracted

components, which generally increases the spread in path-loss values observed.

6.2.4 Floor Thickness, Concrete Conductivity and Frequency

Fig. 6.6(a) shows the variation in the average path-loss recorded across a floor with increas-

ing floor thickness (0.10–0.40 m). Similarly, Fig. 6.6(b) shows the variation as the concrete

conductivity increases from 0–50 mS/m. In both plots TMz polarisation is considered and

the frequency is fixed at 1.8 GHz. It is observed that the increase in path-loss is linear with

the number of floors separating the transceivers until approximately 100 dB. However, it is

noted that the attenuation introduced by the first floor is 3–5 dB greater than the following

floors. This observation can be attributed to the presence of strong specular reflections from

the electrically smooth floor and ceiling8.

6The PEC sheet does not extend to the floor vertex to prevent spurious diffraction around the vertex of the
PEC sheet.

7For a cylindrically propagating wave in free-space, E ∝ 1√
d
, and therefore |n| = 1.0 for power/path-loss.

8For TEz polarisation, the attenuation introduced by the first floor is the same as the following floors. As
already noted the reflection coefficients from the concrete slabs (in the configuration considered) are lower for
TEz polarisation, and consequently the average path-loss on floor 0 is 3–5 dB higher.
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Figure 6.5: Scatter plot of the (3λ)2 sector-averaged path-loss plotted against the transmitter-
receiver separation distance for (a) TMz polarisation and (b) TEz polarisation. In both cases
f = 1.0 GHz, floor thickness = 0.30 m and concrete conductivity = 75 mS/m.
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Figure 6.6: Variation in the average path-loss over 0–8 floor separations at 1.8 GHz for TMz

polarisation with varying (a) floor thickness (conductivity fixed at 50 mS/m) and (b) concrete
conductivity (thickness fixed at 0.20 m).
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Figure 6.7: Floor-averaged path-loss for 0–8 floor separations at 1.0, 1.8 and 2.5 GHz for TMz

polarisation.

The attenuation introduced by each floor depends on the thickness and conductivity of

the concrete. Increasing the thickness or conductivity increases the attenuation, and it is

clear that to correctly predict the field strength on adjacent floors, good estimates of the floor

attenuation are required. The floor thickness is relatively easy to determine, however, as noted

in section §5.4, published values of the concrete conductivity vary considerably. In the scenarios

presented in Fig. 6.6(a) and (b), it is noted that the variation in floor thickness does not have

a significant effect on the magnitude of the diffracted components (for TMz polarisation).

As shown in Fig. 6.7 the operating frequency can also have a significant impact on the

average path-loss recorded on each floor. Three frequencies have been considered: 1.0, 1.8 and

2.5 GHz; and the results for TMz polarisation, with σ
E

= 75 mS/m, 0.30 m thick floors are

shown. The average path-loss recorded on each floor is observed to increase with frequency, with

the increase being between 2–5 dB in the regions where the dominant propagation mechanism

is penetration through the floors. However, the increase in diffraction loss at higher frequencies

is observed to significantly increase the path-loss after 6–8 floor separations9. Accordingly, the

transition point between the penetrating and diffracting components also increases.

6.3 Detailed Models

Many details present in real multi-storey buildings have been ignored in the simulations con-

sidered in section §6.2. These include glass exterior windows, internal partitions, office furni-

ture and dielectric and metallic clutter. Although many of these details are inherently three-

9The diffraction loss generally increases with frequency, e.g. in the geometrical theory of diffraction (GTD)
the magnitude of the diffraction coefficient (for a conducting wedge) is proportional to 1√

f
[82, p. 783].
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Table 6.2: Additional Details Considered in the Two-Dimensional FDTD Model.

Additional Details Description

Rebar Modelled as a metal bar (with an A×A square
cross-section) embedded within the concrete
slab, and spaced s m apart.

Glass Windows Modelled as a 5 mm thick dielectric slab with
properties ǫr = 3.0 and σ

E
= 2 mS/m.

Hanging Panelsa Modelled as 6×50 cm concrete slabs attached
to the ends of each floor.

Internal Partitions Modelled as a 6 cm thick block of solid gib-
board (ǫr = 3.0 and σ

E
= 5 mS/m) extending

between the floor and ceiling. Between 2–6 are
randomly positionedb on each floor.

Metallic Clutter Modelled as randomly sized metal blocks (di-
mensions vary between 10–50 cm). Between
1–10 metal blocks are randomly positioned on
each floor.

aExternal decorative panels are discussed in further detail in appendix D.2.
bThe results presented in Fig. 6.8 are the average of several simulation runs with the internal partitions in

different locations.

dimensional, suitable two-dimensional representations can be included in the simulation ge-

ometries. This section aims to show that although the inclusion of these details can alter the

locally received power, the dominant propagation paths (namely penetration through the floors

and diffraction at the edges of the floor) do not change significantly. Table 6.2 outlines the

additional details considered in this section.

Fig. 6.8 shows the average path-loss recorded across each floor for varying levels of internal

detail. The addition of rebar (in this case with A = 5 cm and s = 0.75 m) has very little

effect on the average path-loss, and no significant changes are observed as the parameters A or

s are varied. However, as shown in appendix D the rebar can significantly alter the local fading

patterns observed on adjacent floors. Similarly, the windows have minimal effect on the path-

loss, though beyond five floor separations there is a consistent increase of 1.5 dB, which could

be attributed to additional propagation loss through the glass. The most significant change is

introduced by the hanging panels, which decrease the power carried on the diffracted compo-

nents by approximately 8.0 dB. This phenomena is examined in more detail in appendix D.

The introduction of gib-board internal partitions and metallic clutter increases the scatter in

the environment, further reducing the received power.

6.4 Propagation through Internal Shafts

A common feature of many multi-storey buildings are internal services shafts containing eleva-

tors and stairwells. In the building considered in this chapter, the services shaft runs through

the centre of the building, and provides structural support to the floors. Fig. 6.9(a) shows the

distribution of the steady-state power (in a TMz lattice10), when a two-dimensional representa-

10However, similar to section 6.2, many of the findings presented in this section are equally applicable to TEz

polarisation.
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Figure 6.8: Floor-averaged path-loss over 0–8 floor separations for increasing levels of internal
detail. The operating frequency is 1.0 GHz and the properties of the concrete floors are ǫr = 6.0
and σ

E
= 75 mS/m.

tion of the central services shaft is included in the geometry. Similar to Fig. 6.2, eight floors are

considered, and the transmitter (marked by ×) is located on the top floor. The floors and walls

of the shaft are modelled as 0.30 m thick concrete slabs with ǫr = 6.0 and σ
E

= 75 mS/m. Two

regions are identified in Fig. 6.9(a), Region A: on the transmitter side; and Region B: across

the shaft.

Fig. 6.9(b) shows a scatter plot of the sector-averaged path-loss versus distance, where

Regions A and B are separated. A comparison between Fig. 6.9(b) and Fig. 6.5(a) indicates

the maximum sector-averaged path-loss is between 5–15 dB lower when the shaft is included.

This observation is also supported by comparing Fig. 6.9(a) and Fig. 6.2(a). In Region A

penetration through the floors dominates for three floor separations. However, beyond three

floor separations, the received power is dominated by components internally reflected in the

hollow services shaft11. In Region B the dominant propagation path is penetration through

the services shaft, and the strong reflected components visible in Fig. 6.9(a) indicate multiple

reflection within the shaft dominates on lower floors. The attenuation introduced by the walls of

the shaft is approximately 40 dB, and consequently, for 1–4 floor separations the power received

in Region B is lower than Region A. However, after five floor separations the received power in

Regions A and B are comparable.

It should be noted that in the two-dimensional geometry considered, the only propagation

path from Region A to B (and vice versa) is propagation into and through the services shaft.

In reality, energy may also propagate around the shaft, however this behaviour cannot be

11It should be noted that the transmitter is closer to the edge of the floor in this case and more power may be
carried on the diffracted component. However, comparisons against additional simulations (with the transmitter
offset) indicate components reflected within the services shaft remain dominant.
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Figure 6.9: (a) Distribution of the steady-state power when the core is included in the geometry.
The location of the transmitter is indicated by ×. (b) Steady-state power versus distance.
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Figure 6.10: Propagation over multiple floor-edges. The location of the transmitter and receiver
are marked by × and ◦ respectively.

captured on a single two-dimensional slice through the multi-floor geometry. A more thorough

investigation of this behaviour with a three-dimensional implementation of the FDTD method

is considered in chapter 8.

6.5 Mechanistic Models and Experimental Validation

6.5.1 Ray-Based Models

The results presented in the previous sections suggest the sector-averaged path-loss can be

accurately predicted with a two component (penetration and diffraction) mechanistic model.

A similar approach was considered in Honcharenko et. al [38], where a GO/UTD analysis of a

simplified multi-storey building (similar to the geometry shown in Fig. 6.1) was used to show

that diffracted paths propagating down the sides of the building could dominate the received

power on lower floors. In the Honcharenko model, the diffracted components were modelled

using the diffraction coefficient for an absorbing wedge, and the effects of multiple diffraction

over the edges of the floors was not considered12 [38].

The mechanistic model described in this section is a two-dimensional13 version of the

Honcharenko model. Fig. 6.10 shows a diagram of the geometry considered with the di-

rect/penetrating and diffracting paths identified. In two-dimensions, the mechanistic model

12Extending the GO/UTD method to include the effects of multiple diffraction is difficult, as in many buildings
the edges of the floors are vertically aligned, creating a case where the diffracting edges are co-linear (i.e. each
edge is the transition region of another). This is a case where GO/UTD is known to fail [86,87].

13The model reported in [38] is developed for three-dimensions, however to make a valid comparison with the
two-dimensional FDTD simulations, the distance dependency and diffraction-spreading terms are adjusted to
two-dimensions [82, p. 768].
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is given by

Ptotal = Pdirect + Pdiffracted (W). (6.1)

The power of the direct component is given by

Pdirect =
A0

L

∏

m

T 2
Floor(m)

∏

n

T 2
Wall(n), (6.2)

where A0 is a constant to allow a valid comparison with the two-dimensional FDTD results, L

is the direct distance between the transceivers, TFloor(m) is the transmission coefficient through

the mth floor, and TWall(n) is the transmission coefficient through the nth internal wall. The

power of the diffracted component is given by

Pdiffracted =
A0D

2 (α, α′)D2 (β, β′)
∏

j T
2
Glass(j)

∏

j T
2
Wall(k)

L1L2L3
, (6.3)

where L1−3 are the path lengths of the diffracted components, D (φ, φ′) is the diffraction

coefficient for a conducting wedge with incident angle φ′ and diffraction angle φ, and TGlass(j)

is the transmission coefficient through the jth glass window. The diffraction coefficient is

dependent on the geometry and material properties, however, it was found a conducting wedge

provides a good approximation in most scenarios14 [88, pp. 167–169],

D (φ, φ′) = −exp
(−jπ

4

)

2
√

2πk





1

cos
(

φ−φ′

2

) − 1

cos
(

φ+φ′

2

)



 , (6.4)

where k is the wave-number.

Fig. 6.11 shows a comparison between the sector-averaged path-loss calculated using a two-

dimensional implementation of the FDTD method, and the mechanistic model given by (6.1)–

(6.4), at a frequency of 1.0 GHz. The glass windows and internal partitions have been ignored,

and the material properties of the concrete are ǫr = 6.0, σ
E

= 75 mS/m; the correspond-

ing floor attenuation in (6.2) is 19.0 dB. The RMS error between the mechanistic model and

FDTD simulated results is 5.2 dB, indicating good agreement in most regions. However, it is

noted that the FDTD method generally predicts a larger spread in the (sector-averaged) path-

loss. Furthermore, reflections from the surface of the floors/ceiling were not considered in the

mechanistic model, which, consequently tends to under-predict the path-loss on the first three

floors.

6.5.2 Experimental Comparison

To confirm the findings presented in the previous sections, experimental measurements of the

sector-averaged path-loss were made at 1.8 GHz across five floors of the Engineering tower shown

in Fig. 2.1(a). Two transmitters were deployed on each floor, and similar to [6], the transmitter

carrier frequencies were spaced 400 kHz apart allowing path-loss from transmitters located

on adjacent floors to be measured in a single sweep. Identical, vertically orientated, discone

antennas were used in both transmitter and receiver, and located approximately 1.6 m from the

floor. 52 measurements were made across the fifth floor, and the receiving antenna was rotated

over a 1 m diameter circle to average out the effects of multi-path fading. Fig. 6.12(a) shows

14In most cases, GTD diffraction coefficients are sufficient, as the regions of interest are deeply shadowed by
the floors.
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Figure 6.11: Scatter plot comparing the FDTD sector-averaged path-loss to values calculated
with the Honcharenko model.

a floor plan of the Engineering Tower; the location of the transmitter indicated by ×, and the

central services shaft divides the floor into lit and shadowed regions. As the models investigated

in this chapter do not consider (possible) diffraction-based propagation paths travelling around

the central services shaft, only measurement points in the lit regions are examined in this

section. It should be noted that a direct comparison between the FDTD results (2D) and the

experimental measurements (3D) is not possible due to their different dimensionality.

Fig. 6.12 shows a scatter plot of the sector-averaged path-loss measured in the lit regions,

across five floors of the Engineering Tower. A qualitative comparison between Fig. 6.12(b) and

FDTD simulation results in Fig. 6.5(a) shows several similarities, in particular, the apparent

floor attenuation decreases as more floors separate the transmitter and receiver. On the same

floor as the transmitter, the distance-dependency exponent, n, of the least-squares best-fit

line is 2.9. The simulation results presented in section §6.2 suggest in this region free-space

propagation dominates, and n = 2.0 is expected. However, metallic and dielectric clutter

present in the indoor propagation environment (but not considered in the two-dimensional

vertical slice) can introduce additional attenuation, thereby increasing the perceived distance

dependency exponent. Similarly, the spread in sector-averaged path-loss across each floor is

also larger than predicted with the FDTD simulations.

6.6 Discussion

The FDTD analysis presented in this chapter shows diffracted components propagating down

the outside face of a building can deliver a significant proportion of the total received power on

adjacent (and nearly adjacent floors). Beyond 4–5 floor separations (for concrete floors with
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Figure 6.12: (a) Floor plan of the Engineering Tower. The location of the transmitter is
indicated by × and the lit and shadowed regions are identified. (b) Experimental measurements
of the sector-averaged path-loss recorded across five floors of the Engineering Tower at 1.8 GHz.
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typical material properties), these diffracted components dominate over components propagat-

ing through the floors. However, it must be noted that the power received via this diffraction

mechanism is very low, e.g. in a two-dimensional TMz case the power carried by the diffracted

components is between −120 to −90 dBm.

In a typical multi-storey building, multiple co-channel base-stations may be deployed to

ensure good coverage and throughput. The results presented in this chapter suggest that, in

most circumstances, the majority of the inter-floor interference arises from transceivers located

on immediately adjacent floors. In the simplified two-dimensional geometries considered in

this chapter the dominant propagation path to an immediately adjacent floor is penetration

through the (concrete) dielectric floor. In this case the diffracted components can be ignored

when calculating the signal-to-interference ratio or the outage probability. However, it should

be noted that propagation to adjacent floors around (or through) internal shafts, such as those

considered in section §6.4, cannot be thoroughly modelled using a single two-dimensional slice; in

this case a three-dimensional analysis may be required. Furthermore, propagation mechanisms

other than penetration through the floors may dominate, e.g. reflection from surrounding

buildings.

6.7 Summary

The propagation study considered in this chapter has focused on characterising inter-floor prop-

agation on a two-dimensional vertical slice through a multi-storey building. Results from an

FDTD analysis of a simplified indoor environment indicate inter-floor radio-wave propagation

is supported by two distinct mechanisms: direct penetration and floor-edge diffraction. Addi-

tional environmental details, such as rebar, glass windows and ledges alter the field distribu-

tions, but not the propagation paths. Results also indicate these mechanisms can be adequately

characterised with ray-based models, and a qualitative comparison with experimental measure-

ments shows good agreement. However, all the propagation paths examined in this chapter

are contained within the building perimeter, consequently the propagation study considered

in chapter 7 extends the vertical slice to consider reflection and scattering from surrounding

buildings.



Chapter 7

Propagation Study B: External

to the Building Perimeter (2D)

7.1 Introduction

This chapter presents the second propagation study considered in this thesis to characterise the

indoor radio channel, and (as in chapter 6) focuses on propagation between the floors of multi-

storey buildings. Accurate models to predict inter-floor propagation are important to estimate

co-channel interference arising from systems operating on adjacent floors. However, as noted

in chapter 3, the parameters of many widely used empirical models lack an electromagnetic or

physical basis and can vary considerably between different buildings, e.g. distance dependency

exponents and floor attenuation factors (which also vary a function of the number of floors).

The results presented in chapter 6 suggest propagation paths external to the building perimeter

may (partly) account for this behaviour. Accordingly, this chapter presents a two-dimensional

FDTD investigation of inter-floor propagation, extending the geometry examined in the previous

chapter to consider possible reflection and scattering paths from nearby buildings, with the aim

of developing computationally efficient mechanistic models.

Section §7.2 introduces the environment examined in this chapter, and outlines the FDTD

simulation parameters. Narrow-band FDTD simulation results (at 1.0 GHz) are presented in

section §7.3, followed by wide-band results in section §7.4. Exciting the FDTD lattice with a

pulse waveform can give a useful estimate of the channel impulse response, which can be used to

infer dominant propagation paths. On the basis of the results presented in sections §7.3 and §7.4,

a mechanistic model that includes paths reflected from surrounding buildings is proposed in

section §7.5. Experimental measurements of the received power and channel impulse response

are used to validate the findings and are described in section §7.6. The implications of the

findings are discussed in section §7.7, and the chapter is summarised in section §7.8.

7.2 FDTD Analysis

7.2.1 External Propagation Paths

Chapter 6 considered propagation on a two-dimensional vertical slice though a multi-storey

building. By virtue of the geometry, only propagation paths contained within the building

69



70 CHAPTER 7. PROPAGATION STUDY B

perimeter were considered—previous studies with other methods have used similar assump-

tions [38]—and the received power is dominated by two components: direct penetration through

the floors and diffraction at the floor edges or window frames [38, 63]. As more floors are pen-

etrated, external paths are thought to contribute more toward the received power, because

internal paths are significantly attenuated [38]. In dense urban environments, nearby buildings

in close proximity can potentially reflect strong signals back onto lower floors. Complicat-

ing the problem, the outside face of modern buildings can be cluttered and electromagnetically

rough, which may cause local scattering. Previous measurement studies have shown that nearby

buildings can increase the received power on adjacent (or nearly adjacent) floors [7,85]. A sim-

plified radar-cross-section model was proposed in [7], however it is noted that this model is not

applicable when the buildings are close, such that the far-field approximation is violated.

7.2.2 Description of the Environment Investigated

The dimensions for the problem examined in this chapter are chosen to match the Chemistry

Building1 at The University of Auckland, and is hereafter referred to as Building I. The back

face of Building I is surrounded by two sets of multi-storey buildings (Buildings II and III)

indicated in Fig. 7.1. Building II is 20 m away and eight storeys high, while Building III is 8 m

away, two storeys high and has a sheet metal roof. The front face of Building I overlooks a

street, where the nearest buildings are 40 m away and single storey2. The outside faces of all

three buildings are not smooth, e.g. Fig. 7.1 shows ledges, extending from the windows, which

support large hanging concrete panels (as described in section §6.3). The area surrounding

the glass windows is also made from concrete and rises 1.0 m from the floor. Internally, the

floor-ceiling height is 4.0 m for the first floor, and 3.0 m for all subsequent floors. The floors are

0.30 m thick and made from steel-reinforced concrete. The internal partitions are made from

drywall attached to timber frames. Office furniture, lab equipment and similar clutter were

also present in measurement environment, but not included in the FDTD model.

7.2.3 Simulation Configuration

The FDTD method has been used to simulate propagation (for both TMz and TEz lattice

polarisations) on a simplified two-dimensional geometry, shown in Fig. 7.2. Similar to chapter 6,

this geometry considers a vertical ‘slice’ through the problem, consisting of five dielectric slabs

(representing the concrete floors of Building I) and the various external features of Buildings

II and III, including windows, ledges and hanging panels. The FDTD simulation space is

surrounded by a uniaxial perfectly matched layer (UPML) as described in chapter 4. A single

electric field component in the two-dimensional lattice acts as the transmitter. For TMz lattice

polarisation the fields radiate isotropically, however for TEz polarisation the radiation pattern

is similar (as expected) to a Hertzian dipole. Therefore, for a TEz polarised lattice, more

energy is directed azimuthally (toward the surrounding buildings), than through the floors.

The concrete floors are modelled as homogeneous, lossy, dielectric slabs (0.3m thick) with

permittivity ǫr = 6.0, and conductivity σ
E

= 50 mS/m [41]. The metal reinforcing bars (rebar)

have been modelled as σ
E

= 107 S/m blocks with a 4 cm square cross-section spaced 0.5 m

1Similar to the Engineering Tower examined in chapter 6, this is a typical 1960’s metal reinforced concrete-
slab building.

2Wide-band measurements did not indicate any significant signals arriving on long delay paths that could be
attributed to interactions with these distant buildings which have subsequently have been ignored.
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Building III

Building II Building I

Floor 4

Floor 1

Floor 2

Floor 3

Figure 7.1: Photograph of the environment considered in this chapter, identifying the back face
of the Chemistry Building (I) and the surrounding Buildings (II and III). The scaffolding visible
in the photograph on Building II was not present at the time of the experimental study.

apart. The glass windows are 5 mm thick3, and are modelled as dielectric slabs with ǫr = 3.0,

and σ
E

= 2 mS/m. The metal roof is modelled as a 10 mm thick sheet with σ
E

= 107 S/m.

Numerical dispersion is minimised by ensuring the lattice density is at least 12 cells/λmin [11].

The simulations were conducted at centre frequencies of 1.0 GHz and 4.5 GHz. Sections §7.3

and §7.4 present the results obtained when exciting the lattice with a 1.0 GHz centre frequency

pulse, while section §7.6 compares the 4.5 GHz simulation results to measurements conducted

at that frequency. For the 4.5 GHz simulations, the lattice size is 2 mm, the time step 4.48 ps,

and the total time simulated is 400 ns (90,000 time steps). At 1.0 GHz the lattice size can be

relaxed to 5 mm.

7.3 Narrowband Results (1.0 GHz)

Fig. 7.2(a) shows the distribution of steady-state complex field amplitude (for an Ez component)

in a TMz polarised lattice at 1.0 GHz. The corresponding grey-scale intensity plot of the phase

is shown in Fig. 7.2(b), where white corresponds to a phase of +π, and black is −π. Similar plots

for a TEz polarised lattice are shown in Figs. 7.3(a) and (b). The field distributions outside the

buildings are complex, and indicate the presence of strong multi-path phenomena. However,

within Building I the results suggest propagation to a lower storey is dominated by penetration

through the concrete floors, and reflection/scattering from the external faces of Buildings II

and III. On an immediately adjacent floor—and for both TMz and TEz lattices—the phase

fronts generally remain centred on the antenna, indicating the dominant propagation path in

3At 4.5 GHz the lattice size is 2 mm. In this case the window thickness was reduced to 4 mm.
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Figure 7.2: (a) Complex field amplitude (in dB units relative to the source) and (b) Phase of
an Ez component in a TMz polarised lattice. The location of the transmitter is marked with ×.
The impulse response is recorded at points R1–R3 (dicussed in section §7.4).
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Figure 7.3: (a) Complex field amplitude (in dB units relative to the source) and (b) Phase of
an Ey component in a TEz polarised lattice. The location of the transmitter is marked with ×.
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Figure 7.4: (a) FDTD modelled path-gain at 1.0 GHz along the path XY in Fig. 7.2(a) with
and without surrounding buildings. (b) Average path-loss recorded across each floor with and
without the surrounding buildings. In both cases TEz polarisation is assumed.
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these regions is penetration through the floors4. Similar to the results reported in chapter 6,

localised shadowing effects from the rebar are also observed, however the dominant propagation

path remains penetration through the floors.

In the geometry considered the reflection paths are largely free-space and consequently

may carry higher power, relative to paths penetrating through the floors. Density plots of

the field strength show bands of greater magnitude recorded across each floor, and these can

be attributed to reflections from the surrounding buildings. Furthermore, although the power

recorded on adjacent floors decreases, the net floor attenuation is lower than expected (com-

pared to the isolated building considered in chapter 6). The reflections are also evident in the

grey-scale density plots of electric field phase. When surrounding buildings are modelled, as

shown in Fig. 7.2(b) and Fig. 7.3(b), the curvature of the phase-fronts are not centred on the

transmitting antenna. The angle of arrival and curvature of the phase in these regions indicates

this observation is caused by reflections from the surrounding buildings. On the second and

third floors, both penetrating and reflecting components are visible in the phase plot, while on

the first floor reflections dominate completely, suggesting that as more floors are penetrated,

the relative strength of the reflected component increases.

Fig. 7.4 shows the path-gain5 recorded along the line XY in Fig. 7.2(a), which passes through

all four floors—for TEz polarisation at 1.0 GHz. Also included in Fig. 7.4 is the power along

a similar slice when the surrounding buildings are not included in the simulation geometry.

It is observed that power along line XY is discontinuous at the dielectric boundaries, and

occurs as the concrete floors are orthogonal to the Ey field components. In the absence of

surrounding buildings the attenuation introduced by each floor is approximately 19 dB and

relatively constant. In contrast, when the surrounding buildings are included, the (apparent)

attenuation introduced by each floor decreases significantly. Fig. 7.4(b) compares the average

path-loss recorded across each floor when the nearby buildings are included in the geometry. It

is evident that the surrounding buildings can reduce the path-loss recorded on adjacent (and

nearly adjacent) floors. However, this finding is based on two-dimensional FDTD simulations;

in reality, spreading in the third (orthogonal) dimension will reduce the power carried on long

delay paths. This issue is discussed further in section §7.6.2 and appendix E.

7.4 Wideband Results

The impulse response was measured by applying a modulated Gaussian pulse, defined by

p(t) = exp

[

−
(

t− t0
tw

)2
]

sin (2πf0t),

to the vertical electric field component at T in Fig. 7.2(a). The pulse parameters are: f0 =

1.0 GHz, tw = 1.24 ns and t0 = 5tw s, producing a pulse with a 150 MHz 3-dB bandwidth. The

Ey component of the electric field was sampled on each floor directly under the transmitter, at

the points R1, R2 and R3 indicated in Fig. 7.2. The base-band impulse response was recovered

by non-coherent demodulation of the received signals (essentially an envelope detector).

Fig. 7.5(a)–(h) shows the electric field strengths after 2000, 4000, 6000, 10000, 12000, 16000,

4It should be noted that the radiation pattern of an Ey source element in a TEz polarised lattice introduces
a null directly under the antenna.

5Similar to chapter 6, the two-dimensional path-gain is defined as 20 log10 |E|, where the source has been
normalised to 1∠0 v/m.
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Figure 7.5: |Ey| field at (a) 2000, (b) 4000, (c) 6000, (d) 10000, (e) 12000, (f) 16000, (g) 22000
and (h) 26000 time-steps. Separate scales are required for each plot as spreading reduces the
pulse magnitude.
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(b) Transmitter two floors above.

Figure 7.6: FDTD simulated impulse responses recorded at points (a) R3, (b) R2 and (c) R1.
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(c) Transmitter three floors above.

Figure 7.6: FDTD simulated impulse responses recorded at points (a) R3, (b) R2 and (c) R1.

22000 and 26,000 time steps respectively. The modulated Gaussian pulse propagates away from

the source and interacts with the surrounding buildings. It is observed that strong reflections

onto lower floors are supported. Before reflecting at Building II, the wave-fronts remain circular

and centred on the source point. The external surface of Building II has been modelled in some

detail, and as a result the reflected pulse width widens considerably. As shown in Fig. 7.5(f),

the returning pulse is reflected off Building I, leading to a double reflection at Buildings II and

III.

Fig. 7.6(a), (b) and (c) show the base-band impulse response at points R3, R2 and R1

respectively. In each location a number of distinct pulses are visible, but these can be grouped

into three sets, which are marked A, B and C on Fig. 7.6(a). By examining the evolution

of the pulse, and by computing path-length from the time-delay, it is possible to associate

each pulse with a distinct path. Pulse set A represents the signal travelling directly through

the floors, while pulse sets B and C represent single and double reflections at the face of

Building I respectively. As shown in Fig. 7.6(b), on lower floors the received signal is increasingly

dominated by pulses arriving on long delay paths (pulses B and C). The smaller pulses between

A, B and C represent diffraction from the corner of Building II (since no direct reflection path

is possible).

The fraction of the total received power arriving on each component across each floor is

estimated in Table 7.1. The power arriving on a particular path is calculated by summing the

squared electric field over the appropriate time interval, and the fraction computed by dividing

this value by the total received power across the floor. The time intervals are identified through

inspection, and as time delays are sufficiently spread, overlaps are avoided. The components

reflected at the face of the surrounding buildings have been divided into single (B) and double
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Table 7.1: Percentage of power arriving on each component.

Floor 1 Floor 2 Floor 3

Direct (A) 0.6% 10.6% 89.9%

Reflections
Total 94.3% 89.0% 10.1%
Single Bounce (B) 92.6% 88.2% 10.1%
Double Bounce (C) 1.7% 0.8% 0.0%

Diffraction 5.2% 0.4% 0.0%

(C) reflections.

For a single floor separating the transmitter and receiver the majority of received power

arrives through the floor, while only 10.1% arrives on reflected paths. As more floors separate

the transmitter and receiver, the relative strengths of reflected pulses increases6. On the second

floor, 89.0% of the total received power is reflected, and on the third floor, only 0.6% is due

to floor penetration. The majority of the reflected power arrives on single-bounce paths, with

double-bounce reflections delivering at most 1.7% of the total power. It must also be noted

that diffraction at the corner contributes a maximum 5.2% of the total received power on the

first floor, and is negligible on higher floors. This indicates diffraction does not make a major

contribution in this environment. As the reflected paths remain external to the building, they

are largely free-space, resulting in similar amplitudes on lower floors.

7.5 Development of a Mechanistic Model

The results presented in sections §7.3 and §7.4 indicate the power arriving on adjacent floors in

a multi-storey building (with nearby buildings present) is dominated by a component penetrat-

ing through the floors and another component reflected by nearby buildings. Based on these

findings, a simplified GO-based, mechanistic model to predict the path-loss on adjacent floors

is proposed. The results have also indicated that double-reflections and edge diffraction can

increase the received power; however their contribution is not significant and can be excluded

from consideration in the mechanistic model. Thus the model consists of two components,

both of which are based on the Friis equation [2, pp. 70–73]. For the computation of spatially

averaged power, the two components are treated as uncorrelated and are added together on a

power basis, given by

PLtotal = PLdirect + PLreflected (W). (7.1)

The path-loss of the direct component is estimated by

PLdirect =

(

λ

4πdd

)2

κ2n (W), (7.2)

where dd is the distance between the transmitter and receiver when the wave penetrates through

the floors, n is the number of floors penetrated and κ is the (linear) attenuation through a

single floor. Measurement and simulation results indicate κ (in log-units) is approximately

22 dB/floor, which is consistent with observations made by other researchers [6, 38, 84]. The

6It should be noted that the results presented in Table 7.1 are calculated from two-dimensional FDTD
simulations. In reality spreading in the third dimension will reduce the power carried on long paths.
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path-loss of the component reflected back from the surrounding buildings is estimated by

PLreflected =

B
∑

b=1

(

λ

4πdb

)2
∏

|Γ|2
∏

|τ |2 (W), (7.3)

where B is the number of adjacent buildings parallel to an external face, db is the distance

between the transmitter and receiver when the wave reflects from surrounding building b7, Γ is

the reflection coefficient at the building face, and τ is the transmission coefficient through the

glass windows. Measurements and simulations indicate transmission through two sets of glass

windows reflection at a glass-fronted building reduces the received power by 18 dB, and can be

modelled by reflection and transmission coefficients of 0.5.

7.6 Experimental Validation

7.6.1 Narrow-band Comparison

The path-gains predicted by the mechanistic model proposed in (7.1)–(7.3) have been compared

against experimental measurements of the received power on the lower three floors of Building

I. The transmitting antenna was located 4.0 m from the windows on the third floor, and the

received power was measured at 20 points on each of the lower floors. The measurements

were taken at 4.5 GHz using bi-conical antennas, and—similar to the approach discussed in

chapter 6—the receiving antenna was rotated over a 9λ circular locus to determine the sector

mean by averaging the effects of multi-path fading. Fig. 7.7 compares the measured sector

averaged path-gain with values predicted by the mechanistic model. The RMS error between

the path-gains predicted by the mechanistic model and measurements is 3.5 dB for a single

floor separation, and 2.8 dB for two floor separations, indicating a high degree of prediction

accuracy is possible with the mechanistic model. Also included in Fig. 7.7 are predictions made

with only the direct (penetrating) component. In the case shown, significantly lower powers

are predicted when the reflecting components are ignored.

Directional measurements were also used to determine the angular distribution of received

power on the lower floors of Building I. Fig. 7.8(a) shows a floor-plan with the relative positions

of the transmitter, receiver8 and surrounding buildings identified. A bi-conical antenna was

used to transmit the signal at 4.5 GHz, while a pyramidal horn antenna9 was used to record

the received power. The horizontal 3 dB beam-width of the horn antenna is 10◦, and the fields

were sampled for every 10◦ antenna rotation. Fig. 7.8(b) shows the pattern of the received

power (in linear units) with antenna rotation for a single floor separation. It is observed that

the majority of the power arrives at approximately 180◦, in the direction of the surrounding

buildings. The smaller lobe observed at 90◦ can also be attributed to a similar reflection at the

face of another building.

7.6.2 Wide-band Comparison

The simulation findings presented in section §7.4 were confirmed with experimental measure-

ments of the channel impulse response. The impulse response was measured using a sliding

7Given the source and observation points, db can be determined by doing a search for the reflection point.
8In the case examined the transmitting and receiving antennas were vertically aligned.
9The decision to use a pyramidal horn antenna was influenced by the available equipment inventory at the

time of the measurement campaign.
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Figure 7.8: (a) Floor plan showing the relative positions of transmitter (marked with •) and
the surrounding buildings. (b) Received power recorded at • (one floor below the transmitter)
as a function of angle.
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Figure 7.9: Comparisons between the (a) experimentally measured and (b) FDTD simulated
impulse response for one floor separation.
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Figure 7.10: Comparisons between the (a) experimentally measured and (b) FDTD simulated
impulse response for two floor separations.
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Figure 7.11: Impulse response measured at the front face, where there are no surrounding
buildings.

correlator channel sounder with a 511-bit PN sequence clocked at 800 MHz10. The centre

frequency of the system was 4.5 GHz, and the 3 dB signal bandwidth was approximately

700 MHz. The theoretical dynamic range for the system is 43.33 dB [89], however, in practise

it was approximately 30 dB. To express the results in path gain, and to remove the linear

system response, the raw data was calibrated against free-space measurements made in an ane-

choic chamber. The measurements were time-averaged to minimise the effects of time-varying

scatterers in the environment. Wide-band antennas were used: a vertically-orientated bi-cone

as the transmitter and a pyramidal horn as the receiver. By taking measurements with a

directional receiving antenna, only signals arriving in the beam-width will contribute to the

received signal. Significantly, this will limit the effect of signals arriving from other directions

and allows a valid comparison with simulation results. For the purposes of comparison, the two-

dimensional FDTD results were extended to 2.5-dimensions11 by assuming isotropic spreading

in the (orthogonal) third dimension. This procedure is detailed in appendix E.

The transmitter was located on the third floor, and the impulse response measurements

were taken on the first and second floors. Similar to the FDTD simulations, both antennas

were vertically aligned and positioned 4.0 m from the windows and 1.0 m above the floor. The

measurements were repeated at the front face of Building I (where there are no nearby build-

ings). The measured impulse response on the first and second floors at the back face are shown

in Fig. 7.9(a) and Fig. 7.10(a). The salient features have been labelled. For comparison, the

4.5 GHz FDTD simulation results (with 700 MHz 3 dB pulse bandwidth) are shown beneath

in Fig. 7.9(b) and Fig. 7.10(b). It is observed that there are significant differences in the signal

magnitude (up to 10 dB) between the simulations and the measurements, however, there is gen-

erally good agreement in the time-domain. For both sets of measurement data the noise floor

10The design of the channel sounder was not considered in this thesis. The measurements were taken with
the channel sounder desribed in [89], on loan from Dr Pirkl and The Georgia Institute of Technology.

11In the context of this thesis 2.5-dimensions refers to a pseudo three-dimensional expansion described in
appendix E.



7.7. DISCUSSION 85

(and dynamic range) of the system is 35 dB below the maximum peak (approximately −115 dB

and −135 dB). The measurements have a higher noise floor and significantly lower dynamic

range than the FDTD simulations, however the dominant pulses are clearly visible. Further-

more, Fig. 7.11 shows the impulse response measured for a single floor separation when the

horn antenna was directed outwards, toward the street, and no long delay paths are observed.

In Fig. 7.9(a) there are two distinct sets of pulses, identified by A and B, and these are

centred at 35 ns and 165 ns. These correspond to the components of the signal travelling

through the floor and reflected by Building I respectively. This is supported by FDTD results,

and the time difference—indicating an excess path length of 39 m—agrees well with reflection

from Building I, 20 m away. The smaller pulses at 240 ns and 310 ns (identified by C and D)

are thought to be caused by higher order reflections since time delays agree well with FDTD

simulations, but, as these are close to the noise floor, no firm conclusions can be drawn. In

Fig. 7.10(a) three sets of pulses—identified by E, F and G and centred at 45 ns, 90 ns and 170 ns

respectively—are observed. These correspond to penetration through the floors, scattering from

Building II, and reflection at Building I respectively. The temporal alignment with the FDTD

simulation results in Fig. 7.10(b) is good; however the magnitudes of some components are

different.

The differences between the simulations and measurements are largest when two floors

separate the transmitter and receiver; for a single floor separation the differences are smaller,

approximately 3 dB. This suggests that much of the error is introduced by not including some

features of the first floor environment in the FDTD simulation. The first floor environment is

heavily cluttered by industrial equipment (e.g. motor/generators, gantry cranes), which was not

included in the FDTD model. This type of environment tends to scatter the energy and lower

the peak power arriving on a single component [2, pp. 123–125]. Furthermore, the detailed

scatter on the roof of Building II was not modelled in the FDTD simulations. It should also

be noted that expanding the FDTD results to 2.5-dimensions will underestimate the distance

travelled (and thus overestimate the received power) when the wave travels through a dielectric

material.

7.7 Discussion

It is observed that reflections from nearby buildings can significantly increase the average re-

ceived power on adjacent floors (compared to the case when no surrounding buildings are

present). After 1–2 floor separations the reflected signals are of similar magnitude to those

penetrating the floors12. This finding could have significant implications for in-building wire-

less systems. If frequencies are reused on adjacent floors, reflections can provide low-loss paths,

which will increase the levels of co-channel interference, lowering the SIR and thereby reducing

system performance. Furthermore, as more floors separate the transmitter and receiver, an in-

creasing proportion of the power arrives on long delay paths, manifesting as strong echoes in the

impulse response. In addition to causing rapid fading of the signal envelope, the time delayed

echoes overlap, causing symbol errors in digital communication systems due to inter-symbol-

interference. The increased delay-spread due to reflections from nearby buildings potentially

decreases maximum transmission rates.

The mechanistic model outlined in (7.1)–(7.3) is appropriate when adjacent buildings are

12It is also important to note that the external reflecting surfaces do not need to be smooth. Results indicate
strong reflected components are possible from electrically rough building faces.
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present to support reflection onto lower floors, and when the construction materials and archi-

tectural styles are similar. Other paths, both internal (e.g. propagation down stairwells and lift

shafts) and external (e.g. diffraction at floor edges) have not been considered in this chapter, as

the adjacent building reflections tend to dominate the received signal. However, in the absence

of surrounding buildings, other mechanisms will need to be considered.

7.8 Summary

This chapter has extended the propagation study examined in chapter 6 to consider possible re-

flection paths from nearby buildings, however, the size of the problem has restricted the FDTD

analysis to a two-dimensional vertical slice. The FDTD results indicate strong reflected paths

exist and can dominate the signal received on adjacent (or nearly adjacent) floors. A mechanis-

tic model to characterise this behaviour can be formulated using two-components to account for

paths penetrating through the floors and reflecting from nearby buildings. Experimental mea-

surements of the path-loss on lower floors show a good agreement with the mechanistic model.

Wide-band measurements of the channel impulse response are also compared with the FDTD

simulation results, and the differences can be attributed to details/clutter in the environment

not considered in the two-dimensional geometry. Chapter 8 will analyse inter-floor radio-wave

propagation using a three-dimensional implementation of the FDTD method (however, nearby

buildings will not be considered).



Chapter 8

Propagation Study C: Within the

Building Perimeter (3D)

8.1 Introduction

The propagation studies presented in chapters 6 and 7 have largely focused on two-dimensional

characterisations of the indoor radio channel. As noted in chapter 4, the high computational

requirements of the FDTD method often restricts analysis of electrically large problems (such

as propagation within buildings [41, 56, 58, 59, 62, 64]) to two-dimensions. It is important to

note that, unlike the single-floor case, no single two-dimensional slice through a realistic multi-

floor geometry can correctly account for all possible propagation paths. For example, many

buildings have concrete shafts containing elevators and stairwells, and, as indicated in chapter 6,

propagation to adjacent floors around (or through) such shafts can only be thoroughly examined

in three-dimensions. Clutter in the propagation environment, such as office furniture, is also

difficult to model in two-dimensions, and furthermore is frequently ignored. Accordingly, the

propagation study presented in this chapter uses a three-dimensional parallel implementation of

the FDTD method to fully capture the propagation mechanisms present within a multi-storey

building. Due to the high computational requirements, only three floors have been considered,

and all propagation paths are assumed to be contained within the building perimeter. In this

regard, the research presented in this chapter is an extension of the problem considered in

chapter 6.

Section §8.2 outlines the FDTD simulation parameters and describes the basic and detailed

internal geometries considered in this chapter. Propagation on the same floor as the trans-

mitter is examined in section §8.3, while section §8.4 considers propagation to adjacent floors.

In both sections §8.3 and §8.4, streamline visualisations of the Poynting vector are used to

investigate the existence of dominant propagation mechanisms, and to show how clutter in the

environment alters the propagation paths. Section §8.5 compares the FDTD simulation results

with experimental measurements of the path-loss, and simplified distance-dependency models

to characterise the path-loss for both the simulations and measurements are developed in §8.6.

Section §8.7 discusses the differences in the Rician fading distributions for both the basic and

detailed geometries and compares these to experimental measurements. A brief summary of

the major findings of the chapter is presented in section §8.8.

87
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8.2 Description of the Environment Investigated

Three floors of the Engineering School Tower have been considered (a more detailed description

of this indoor propagation environment can be found in chapter 6). The FDTD simulation

volume for this problem is 18× 18× 9 m3. A cubic lattice with ∆ = 1 cm (≈ λmin/15) is used,

which results in approximately 3 billion mesh cells. Using the parallel three-dimensional FDTD

code outlined in chapter 4, this problem takes 48 hours to solve to an approximate steady state

(15,000 time-steps1), using 64 processors (Intel Xeon 2.66 GHz) and approximately 180 GB of

memory.

Previous applications of time-domain methods to model propagation within buildings have

assumed these buildings to be empty [12,41,54–56,58,60–62] (though [54,60,61] did assess the

impact of different wall types). However, typical office buildings contain variable amounts of fur-

niture and other metallic and dielectric clutter. In this chapter comparisons are made between

a basic geometry (with a similar level of detail to models in the existing literature) and a more

detailed geometry that includes some furniture and other environmental details. Fig. 8.1(a)

and (b) show wire-frame representations of the basic and detailed geometries respectively.

The 0.20 m thick concrete floors, 1 cm thick exterior glass, and the hollow concrete shaft are

common to both geometries. The basic geometry adds internal walls (modelled as 6 cm solid

slabs of drywall) creating a corridor around the shaft, and divides the remaining space into nine

offices. The detailed geometry models the internal walls as two 1 cm sheets of drywall (separated

by a 4 cm air-gap) attached to wooden frames with studs spaced 1.5 m apart. Against each

wall, metal bookcases extend floor-ceiling—these contain rows of books, modelled as 0.20 m

thick wooden slabs. Appendix F shows an illustration of the wall details, and the attenuation

introduced propagating through various walls. Doors into the offices and shaft are modelled as

wood, and extend slightly into the corridor (the elevator doors are inset and modelled as metal).

Metal reinforcing bars (2 cm square) are embedded in the concrete floors on a 1 m2 grid, and

metal window frames (2 cm square) are spaced 1.5 m apart along the external glass windows.

Three flights of concrete stairs are also included in the central shaft. The electrical properties

for the materials used in both the basic and detailed geometries are listed in Table 5.1.

8.3 Propagation on the Same Floor

Although same floor radio-wave propagation has been studied previously with the FDTD

method, most studies have limited analysis to two-dimensional ‘slices’ through the geome-

try [41, 55, 56, 58, 62]2. However, these results may fail to capture propagation mechanisms

caused by interactions with the floor or ceiling, and also cannot be directly verified against

experimental measurements. This section presents a three-dimensional analysis of same floor

propagation using the FDTD method, specifically focusing on the impacts of including clutter

in the model; inter-floor propagation is discussed in section §8.4.

8.3.1 The Effects of Clutter

Fig. 8.2(a) and (b) plot the path-loss (in dB units) on horizontal slices through the basic and

detailed internal geometries. The slices are positioned 1.50 m from the floor, in the plane of

1The total simulation time is thus 0.27 µs, allowing a maximum path length of approximately 82 m.
2TMz lattice polarisation is usually assumed as the radiation pattern of an E field source in a TMz lattice

is isotropic in the horizontal plane.
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Figure 8.1: Wire-frame representations of the (a) basic and (b) detailed geometries.



90 CHAPTER 8. PROPAGATION STUDY C

 

 

X (m)

Y
 (

m
)

0 5 10 15
0

2

4

6

8

10

12

14

16

18

P
at

h−
Lo

ss
 (

dB
)

0

10

20

30

40

50

60

70

80

90

100

110

(a)

 

 

X (m)

Y
 (

m
)

0 5 10 15
0

2

4

6

8

10

12

14

16

18

P
at

h−
Lo

ss
 (

dB
)

0

10

20

30

40

50

60

70

80

90

100

110

(b)

Figure 8.2: FDTD simulated path-loss on a horizontal slice through (a) basic internal geometry,
and (b) detailed internal geometry.
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(a)

(b)

Figure 8.3: Streamlines of energy flow through the single floor environment: (a) basic geometry
and (b) detailed geometry. Seed points are marked with ◦.
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the transmitting antenna (located at ×). Fig. 8.3(a) and (b) show streamlines (I–IV) of energy

flow, calculated using (5.5)–(5.6) for both internal geometries. Initial points (◦) were selected

such that streamlines I and III are shadowed by the central shaft, and II and IV are separated

from the transmitter by soft partitions. The central services shaft is observed to significantly

shadow waves propagating across the floor when the transmitters are diagonally positioned.

Paths penetrating through the shaft are highly attenuated by the thick lossy concrete walls,

and consequently, signals received in the shadowed regions are dominated by paths propagating

around the shaft.

Energy reaching the shadowed regions in the basic geometry is observed to penetrate through

the soft partitioned offices and reflects off the exterior glass windows. This is supported in both

Fig. 8.2(a) and Fig. 8.3(a), where strong specular reflections from the glass are visible—for

example, in Fig. 8.3(a), the incident and reflection angles streamlines I and II make against

the glass normal are identical. The presence of strong reflected paths agrees well with previous

two-dimensional FDTD simulations of empty buildings [41, 56, 62]. The problem is nominally

symmetric and reflections from both sides of the building contribute equal amounts of power;

the resulting (3λ)3 sector-averaged path-loss in the shadowed regions is approximately 65 dB.

Comparing Fig. 8.2(a) with 8.2(b) and Fig. 8.3(a) with 8.3(b) shows a distinct change in

the propagation mechanisms, namely strong reflected paths from the windows and drywall are

no longer visible. When shelves and books are included against the internal walls, the reflected

paths are attenuated to such an extent that (in this case) diffraction around the corners of the

concrete shaft is observed to dominate propagation into the shadow regions. Paths involving

diffraction exist in the basic geometry, but contribute a small proportion of the total received

power. The inclusion of metal window frames also perturbs specular reflection from the glass.

The sector averaged path-loss recorded in shadowed regions is up to 15 dB higher than the basic

geometry. As shown in appendix F, the attenuation introduced by a single layer of clutter in the

environment only slightly reduces the received power. However, the accumulation of many such

effects has the potential to cast significant radio shadows, and may result in other propagation

mechanisms dominating. Clutter in the detailed geometry is also observed to introduce strong

multi-path components when propagating through the walls, e.g. streamlines II and IV in

Fig. 8.3(a) and (b). This behaviour also alters the fading distributions, and is discussed in

further detail in section §8.7.

8.3.2 Propagation in Corridors

For both the basic and detailed internal geometries, the corridors have been modelled as largely

clutter free. The sides of the corridors can be considered electrically smooth, and thus have

potential to act as over-moded waveguides. This mechanism has previously been observed

experimentally for relatively long (> 30 m) corridors [15]. In Fig. 8.2(a) and (b) the 3λ sector-

average path-loss is observed to increase from 30 dB to 45 dB when moving 1.5–8.5 m away

from the antenna, along the corridor. These values are between 3–5 dB lower than expected

for free-space and can be attributed to the reflections from the walls, ceiling and floor.

For both geometries, moving into the shadow of the corner increases the path-loss by ap-

proximately 10 dB, and it continues to increase moving further away down the intersecting

corridor. This observation is consistent with the analysis presented in [15]—a significant de-

crease in received power is expected in the intersecting corridor until the modal distribution

reaches a steady-state. Results suggest for the relatively short distances considered in this build-

ing, waveguide modes are not fully established and propagation in corridors is largely governed
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by the free-space path (with the inclusion of an appropriate diffraction loss at intersections).

At longer distances the angle of incidence becomes increasingly glancing and true waveguide

modes may be formed.

8.4 Propagation to Adjacent Floors

Fig. 8.4 shows the path-loss on horizontal slices (a) one floor and (b) two floors above the

transmitter for the detailed geometry (similar to Fig. 8.2, the slices are positioned 1.5 m above

each floor). Comparing the distribution of path-loss one and two floors above the transmitter,

Fig. 8.4(a) and (b), with the same floor case, Fig. 8.2(b), shows many similarities. In particular,

the radio shadow cast by the shaft remains a dominant feature of the indoor environment, and

propagation into the shadowed regions remains governed by diffraction at the corners of the

shaft. Similar observations can be made for the basic geometry presented in appendix G.

Clutter in the environment is also observed to introduce strong local shadowing and multi-

path. These results suggest that many of the mechanisms identified in the same floor case still

dominate propagation to adjacent floors. However, it is noted that the attenuation introduced

by each floor is not constant and varies depending on the location of the receiver.

Fig. 8.5(a) shows the path-loss on a vertical ‘slice’ through the three-floor detailed geometry;

the location of the slice is indicated by - - - - in Fig. 8.4(a). The radiation pattern of the short

dipole antenna (located at ×) causes greater path-loss in regions above the antenna. The lower

path-loss around point ‘A’ can be attributed to reflection and scattering from the metal elevator

doors. The metal rebar is observed to introduce local scattering, supporting the findings of [77],

which showed greater multi-path is present when the rebar embedded in the concrete is included

in the analysis. However, similar to the two-dimensional analysis presented in chapter 6, the

dominant propagation path—penetration through the concrete—remains largely unchanged.

Fig. 8.5(b) shows streamline visualisations of the Poynting vector for four seed points (indicated

by ◦, and centred on the vertical slice) located one and two floors above the transmitter. These

streamlines largely follow line-of-sight (LOS) paths (though refraction is also visible at the air-

concrete and concrete-air interfaces), indicating the dominant propagation mechanism (in this

region) is penetration through the floors.

As more floors separate the transceivers, alternative propagation paths involving the lift-

shafts and stairwells may contribute significant amounts of power, and may explain the vari-

ations in attenuation across each floor. Results indicate these paths are not dominant for a

single floor separation. However, as indicated in Fig. 8.5(c), propagation into the lift-shaft can

provide a comparable level3 of power two floors above the transmitter. As the walls of the

shaft are thicker than the floors, these paths are only visible after two floor penetrations. If the

geometry was extended to four floors, paths propagating through the shaft would be expected

to dominate the received signal.

8.5 Comparisons with Experimental Measurements

To confirm the findings made with the FDTD method, experimental measurements were con-

ducted at 1.8 GHz over three floors of the Engineering building. Details about the experimental

setup were discussed in chapter 6. Fig. 8.6 shows contour plots of the measured path-loss, when

3Streamline visualisations of the Poynting vector show the net energy flow, and for both paths to be present
they have to contribute roughly equal power.
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Figure 8.4: FDTD simulated path-loss (detailed gometry) for (a) one floor separating the
transmitter and receiver, and (b) two floors separation.
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Figure 8.5: (a) Vertical slice through the three-floor detailed geometry. (b) Poynting vector
streamlines on the vertical slice. (c) Propagation paths (to the third floor) via the shaft.
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the transmitter is located at × on (a) the same floor, (b) one floor above, and (c) two floors

above. The contours are only indicative of the power measured at locations marked by •, in

reality stepwise changes in path-loss will occur when the propagating wave passes through a

wall or another dielectric object.

8.5.1 Qualitative Comparisons

A qualitative comparison between the measured path-loss, presented in Fig. 8.6, and the sim-

ulated path-loss in Fig. 8.2 and Fig. 8.4 shows the FDTD generally provides a good prediction

of the distribution of path-loss (for both internal geometries). However, the limited spatial

resolution of the measured data is unable to show if diffraction around the dielectric corner, or

reflection from the windows is the dominant mechanism. Three measurements were made inside

the shaft; the path-loss inside the shaft is higher than points outside, confirming the dominant

energy path is not penetration through the concrete walls.

It is observed that the FDTD simulations underestimate the path-loss for some regions. This

underestimation cannot be accounted for in the frequency difference, and is largest in regions

furthest from the transmitter on highly cluttered paths, particularly paths shadowed by the

shaft or passing through multiple partitions. For example in the single-floor case, measurement

points deeply shadowed by the shaft experience between 80–90 dB path-loss. When the problem

is simulated with the basic geometry, a sector averaged path-loss of between 60–70 dB is ob-

served; including the internal details increases the path-loss to 70–80 dB4. Similar observations

can be made for propagation to adjacent floors. Adding internal details improves the prediction

accuracy. For example, in regions separated from the transmitter by multiple soft partitions

the measured path-loss varies between 70–80 dB, the basic geometry between 45–55 dB and

detailed between 55–65 dB. On adjacent floors, the received power is still overestimated in the

same regions, however the difference is larger5. The over-estimation of received power may limit

the direct applicability of the FDTD method for modelling indoor propagation, particularly for

interference prediction purposes.

8.5.2 Direct Comparisons

As the material properties do not change significantly over the 1.0–1.8 GHz frequency range [32],

a direct comparison between the path-loss for 1.0 GHz FDTD simulations and 1.8 GHz experi-

mental measurements only needs to account for the increased free-space loss (5.1 dB). Fig. 8.7

shows a point-wise comparison between the average path-loss recorded at the 156 experimental

measurement points, and (3λ)3 sector averaged FDTD simulations of the path-loss made at the

same locations. Adding internal details improves the prediction accuracy—as shown in Fig. 8.7

the RMS error between the measurements and simulation is 14.4 dB for the basic geometry;

this is reduced to 10.5 dB when the details are included. This result is significant, as it shows

to correctly predict the path-loss, a significant level of detail present in the indoor propaga-

tion environment must be considered when applying full-wave electromagnetic methods. The

sensitivity of the FDTD simulation results to the level of detail included in the environment is

discussed further in chapter 10.

4It should be noted that the additional free-space loss (5.1 dB) between 1.0 and 1.8 GHz will not account for
the additional diffraction loss.

5This observation suggests a higher value for the concrete conductivity is required.
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(a) Transmitter on the same floor.
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(b) Transmitter one floor above.

Figure 8.6: Experimental measurements of the sector-averaged path-loss in the Engineering
building at 1.8 GHz. The location of the transmitter is marked with ×.
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(c) Transmitter two floors above.

Figure 8.6: Experimental measurements of the sector-averaged path-loss in the Engineering
building at 1.8 GHz. The location of the transmitter is marked with ×.
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Figure 8.7: Scatter plot comparing sector-averaged measurements of the path-loss with values
obtained from FDTD simulations in the same locations.
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8.6 Path-Loss Prediction Models

8.6.1 Path-Loss versus Distance

Fig. 8.8 shows scatter plots of the (3λ)3 sector-averaged path-loss (in dB) versus the transmitter-

receiver separation distance for (a) the basic geometry, and (b) the detailed geometry. The path-

loss for sectors on all three floors have been included and points located inside the concrete

services shaft have been ignored. The attenuation introduced by the floors separates the path-

loss into three subsets, and it is noted in some circumstances, the path-loss on deeply shadowed

or cluttered paths (on the same floor as the transmitter) can exceed the path-loss recorded on

immediately adjacent floors. The clutter in the detailed geometry also increases the range of

path-loss values recorded across each floor. For one and two floor separations, it is observed

that the sector-averaged path-loss initially decreases with distance. These sectors are all located

directly above the transmitter, and this behaviour can be explained by considering the radiation

pattern of the dipole antenna, as noted in Fig. 8.5(a).

Higher path-losses are observed in the detailed geometry, particularly on longer paths. Based

on the results presented in sections §8.3 and §8.4, the change in propagation mechanism from

reflection at the glass windows to diffraction at the concrete corner is responsible for the in-

creased path-loss; and as demonstrated in appendix F, the attenuation introduced by clutter in

the environment can also increase the path-loss. In Fig. 8.8 there are several sectors (in both

geometries) with distance dependency exponents, n < 2.0. These sectors occur in the corridors

and are caused by strong reflections from the walls, ceiling and floor; similar observations have

been made in [41]. For both geometries and experimental measurements, the sector-averaged

path-loss across a floor can vary by over 30 dB. Consequently, developing computationally-

simple mechanistic models to reliably predict this behaviour—especially on longer paths—is a

challenge.

8.6.2 Distance-Dependency Models

As discussed in chapter 3, empirical models in the form dn are typically used to relate the average

path-loss with the transmitter-receiver separation distance. This section examines fitting the

sector-averaged path-loss calculated from the FDTD data to the widely used Seidel model [7],

given by

PL(d) = PL(d0) + 10 × n× log10

(

d

d0

)

+
F
∑

f=1

FAFf (dB), (8.1)

where PL(d0) is the path-loss at reference distance d0 = 1.0 m, n is the distance dependency

exponent for data collected on the same floor as the transmitter, d is the transmitter-receiver

separation distance, FAFf is the floor attenuation encountered propagating through the fth

floor, and F is the number of floor separations considered. The parameters n and FAFf are

found by fitting (8.1) to the data via linear regression, given PL(d0 = 1m) = 32.4 dB6.

Table 8.1 shows the least-squares best-fit distance dependency exponents, floor attenuation

factors and RMS error between (8.1) and the FDTD and experimental data. The data collected

across the floor has been divided into two regions, lit and shadowed, based on the position of

the receiver relative to the transmitter and the concrete services shaft. Scatter plots of the

6As the electric field values have been converted to path-loss, this value is the free-space path-loss at d0 = 1.0,
as calculated by the Friis equation (5.3) assuming isotropic antennas and no feeder cable losses. For the 1.8 GHz
experimental measurements PL(d0 = 1m) = 37.6 dB.
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Figure 8.8: Scatter plots of (3λ)3 path-loss versus distance for (a) basic and (b) detailed internal
geometries. The solid lines represent a Seidel model [84] fitted to the simulated data.
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Table 8.1: Parameters for the Seidel Model [84].

Basic Detailed Experimental
Geometry Geometry Measurements

All Regions

n 2.2 2.7 3.6
FAF1 (dB) 12.6 12.0 11.8
FAF2 (dB) 9.8 10.7 11.0
RMS error (dB) 5.3 6.5 7.4

Lit Regions

nlit 1.9 2.3 2.9
FAF1 (dB) 11.8 11.9 14.6
FAF2 (dB) 11.0 12.1 14.2
RMS error (dB) 3.0 4.4 6.1

nshadowed 2.6 3.2 4.2
Shadowed FAF1 (dB) 15.3 14.1 9.0
Regions FAF2 (dB) 8.3 8.9 6.6

RMS error (dB) 3.6 4.1 4.8

path-loss versus distance, where the regions have been explicitly separated, are provided in

appendix H.

When all regions are considered, the same floor distance dependency exponent increases for

the detailed model due to increased attenuation through the clutter. The increase in RMS error

for the detailed geometry also indicates scattering off the clutter introduces greater variability

around (8.1). It is also observed that FAF2 < FAF1 for both geometries and the experimental

measurements. If the only propagation path was through the floors, and if the floors were

identical, FAF1 = FAF2, however, the observed decrease is between 1–3 dB. In other buildings,

a greater decrease in the FAF is observed (e.g. FAF1 = 12.9 dB and FAF2 = 5.8 dB [7]), and

this behaviour is difficult to explain experimentally [7]. As noted in chapters 6 and 7, other

propagation mechanisms can reduce the apparent FAF. However, the geometry considered in

this chapter only supports internal propagation paths, i.e. floor edge diffraction and external

reflection paths are not possible. For the geometry examined in this chapter, combining the lit

and shadowed regions essentially averages the effects of both; a better understanding may be

gained by considering the two regions separately.

As shown in Fig. 8.5(b), penetration through the floors is the dominant propagation mech-

anism in the lit regions (for both internal geometries), and consequently FAF1 ≈ FAF2. In the

basic geometry nlit = 1.9, which is close to free-space (n = 2.0). The streamline visualisations

of the Poynting vector presented in section §8.3 show the dominant propagation path in lit

regions is largely LOS. The soft partitions do not perturb the propagating waves or introduce

appreciable attenuation. However, in the detailed geometry nlit = 2.3, which tends to indicate

clutter in the environment introduces additional attenuation. This is also supported by exam-

ining streamlines II and IV in Fig. 8.3, which show the energy tends to propagate on non-LOS

paths in the lit regions.

The streamlines presented in Fig. 8.5(c) indicate other (lower-loss) propagation paths may

dominate in the shadowed region. It is thought the presence of such paths is (partly) responsible

for the decrease in FAF between one and two floor separations. It is noted that nshadowed > nlit

for both geometries and experimental measurements. However, as energy no longer travels on

LOS paths (e.g. diffraction at the corners of the shaft), models based on a simple distance-

dependency relationship may no longer be appropriate.
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8.7 Fading Distributions

As discussed in chapter 2, to reliably predict system performance (the outage probability),

knowledge of both the sector mean and the variation in received signal about the sector mean

are required. The research presented in this chapter so far has focused on gaining reliable

estimates for the sector mean; this section focuses on characterising multi-path fading. The

Rayleigh and Rician probability distributions (introduced in chapter 2) are frequently used to

stochastically characterise multi-path fading in indoor environments [6, 21] [14, pp. 201–202],

and are repeated here for convenience.

The Rician distribution assumes a strong (e.g. LOS) component dominates the received

signal7. The PDF of the Rician distribution is

f (x) =
x

σ2
exp

(−x2 + s2

2σ2

)

I0

(xs

σ2

)

,

where s2 is the power of the dominant component, 2σ2 is the mean scattered power, and I0 is

the zero-th order Bessel function of the first kind. The Rician K-factor is defined as the ratio

of specular power to scattered power, K = s2

2σ2 , and can be determined using [21]

E [x]

E [x2]
=

√

π

4(K + 1)
exp

(

−K
2

)[

(1 +K)I0

(

K

2

)

+KI1

(

K

2

)]

, (8.2)

where E
[

x2
]

is the average square amplitude, E [x] is the average amplitude, and Im is the

m-th order Bessel function of the first kind.

Fig. 8.9 shows cumulative distribution functions (CDF) of received signal envelope (in dB)

for both internal geometries and experimental measurements. Also shown in Fig. 8.9 is a floor

plan; the data was collected in the shaded sectors—located within an office, approximately

5 m from the transmitter. Rician distributions are fitted to these data sets using (8.2). In

the basic geometry K is 2.6—this indicates a strong dominant component exists—whereas, in

the detailed geometry and measurements K = 0, suggesting more energy is being scattered in

this case. The experimental data set consists of 400 points, whereas the simulated data set

has 2.5× 105 points. Consequently, there is a greater variability between the experimental and

theoretical CDFs, particularly at lower signal powers.

The differences in Rician K-factor for the basic and detailed geometries can be explained by

examining streamline visualisations of the Poynting vector. Fig. 8.10 shows streamlines for the

(a) basic; and (b) detailed geometries, reaching the same sectors considered in Fig. 8.9. In the

basic geometry it is observed that the energy is travelling on the LOS path with some atten-

uation when penetrating through the soft partitions; accordingly, K is greater than zero. The

same streamline in the detailed geometry shows the LOS path is blocked by bookshelves. The

increased attenuation allows additional scattered paths (of similar magnitude to the attenuated-

LOS path) to exist and accordingly, the PDF of the signal envelop follows a Rayleigh distribu-

tion. Similar phenomena are observed in other locations shadowed by clutter.

Fig. 8.11 shows CDFs of Rician K-factors recorded over (3λ)3 sectors, on the same and an

immediately adjacent floor, for both internal geometries. It is observed that when the details

7In the case where no single component dominates, the PDF of the signal envelope follows a Rayleigh
distribution, given by

f (x) =
x

σ2
exp

„−x2

2σ2

«

,

where σ2 is the mean power. The Rayleigh distribution is thus a special case of the Rician distribution (K = 0).
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Figure 8.9: Cumulative distribution functions of the Ez field envelope for both internal geome-
tries and experimental measurements compared with exact Rician distributions. The Ez field
data was recorded in the shaded regions on the same floor as the transmitter (located at ×).

Figure 8.10: Streamline visualisations of the Poynting vector for (a) basic and (b) detailed
internal geometries.
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Figure 8.11: CDFs of the Rician K-factor recorded on the same and an immediately adjacent
floor for both internal geometries.

are included, a greater proportion of sectors have lower K-factors, suggesting the proportion of

scattered energy is higher. In the detailed geometry, the signal envelope of approximately 56%

of the occupied space on the same floor, and 52% on an adjacent floor, can be characterised by

a Rayleigh distribution (K = 0); by contrast, in the basic geometry, the percentage of sectors

with K = 0 are 36% on the same floor, and 29% on an adjacent floor.

8.8 Summary

Unlike the propagation studies presented in chapters 6 and 7, this chapter uses a three-

dimensional implementation of the FDTD method to investigate inter-floor propagation be-

tween three floors of a generalised multi-storey building. The chapter focuses on characteris-

ing propagation mechanisms that cannot be fully examined using two-dimensional geometries,

specifically, inter-floor propagation around large shadowing obstacles (such as a concrete central

services shaft), and the impacts of including internal clutter. In the building examined, the

inclusion of metallic and lossy dielectric clutter alters the dominant propagation mechanisms,

causing increases in the sector-averaged path-loss and distance-dependency exponents. The de-

tails also reduce Rician K-factors across the floor. Ignoring the clutter in the environment will

result in optimistic estimates of the path-loss and fading distributions, and potentially under

designed systems (with respect to coverage). Chapter 9 examines the use of the FDTD method

to estimate system performance in the presence of interference.



Chapter 9

System Performance Estimation

for Indoor Wireless Systems with

the FDTD Method

9.1 Introduction

The performance of contemporary indoor wireless systems is largely limited by interference from

other systems (and devices) operating over the same frequency bands. In order to predict system

performance in the presence of interference, estimates of the desired and interfering signal

strengths from transceivers operating within the building are required. As noted in chapters

6–8, the FDTD method is well suited to modelling radio-wave propagation in two- and three-

dimensional representations of multi-storey buildings. However, as many fixed-transmitter1

locations need to be considered (requiring multiple simulation runs), the high computational

costs of the FDTD method largely restricts interference analysis to two-dimensional geometries

and smaller three-dimensional problems. The high computational costs also preclude the use of

the FDTD method for optimising base-station deployment strategies, or the optimal placement

of metal shielding to occlude interfering signals. While this chapter sits outside the main focus

of this thesis—the development of mechanistic propagation models—it returns to the primary

motivations by examining the application of the FDTD method to directly estimate system

performance in the presence of interference. Due to computational limitations, this chapter is

considered a feasibility study to help plan future investigations.

Section §9.2 identifies metrics typically used to assess system performance in the presence of

interference, and discusses how these can be predicted with the FDTD method. An assessment

of various base-station deployment strategies is examined in section §9.3 using two-dimensional

models of multi-storey buildings. Three-dimensional deployment strategies are considered in

section §9.4, however, computational limitations restrict the analysis to three floors; the simu-

lation results are also compared against experimental measurements. Section §9.5 assesses the

use of partial metal shielding to occlude possible interfering paths, thereby improving system

performance. Correlated shadowing between the desired and interfering transmitters is dis-

cussed in section §9.6. Section §9.7 briefly discusses the implications of the findings, and the

chapter is summarised in section §9.8.

1Hereafter referred to as base-stations.
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9.2 Modelling Interference for Indoor Wireless Systems

9.2.1 Interference Within Buildings

As discussed in chapter 2, the increasing demand for wireless services often necessitates reuse

of the frequency spectrum. Frequency reuse causes interference, which is detrimental to sys-

tem performance, reducing the reliability, throughput and the number of users that can be

supported [4, pp. 16–19]. Compared to outdoor cellular mobile networks, wireless systems

operating indoors—such as Wireless Local Area Networks (WLANs)—are generally more sus-

ceptible to interference, as the transceivers are in usually in closer physically proximity [6].

Multi-storey buildings also encourage three-dimensional deployment strategies, with frequency

channels often reused on adjacent (or nearly adjacent) floors. Furthermore, the deployment of

systems operating in unlicensed frequency bands (e.g. the ISM and U-NII radio bands) tends

to be ad hoc, and usually little or no consideration is given to reducing interference.

Estimates of the carrier-to-interference ratio (CIR) and outage probability are often used as

metrics to assess the performance of wireless systems in the presence of interference [6,22]. The

CIR is largely a function of the propagation environment, whereas the outage probability—the

probability that a mobile receiver fails to achieve adequate reception [24]—also depends on

the specific system2. This chapter limits the outage probability analysis to Direct-Sequence

Code-Division Multiple-Access (CDMA) systems, as the mechanisms by which interference

arises in other systems—such as Orthogonal Frequency-Division Multiplexing (OFDM)—are

considerably more complicated [90], and outside the scope of this thesis.

Although the propagation environment remains the same, the CIR also depends on whether

interfering signals are originating from other base-stations (down-link), or from other users

(up-link). Up-link and down-link channels are typically operated on separate frequency bands,

and therefore do not usually interfere with each other. The down-link CIR is evaluated at all

possible mobile-user locations, and as a result, largely depends on the base-station configuration;

whereas, the up-link CIR is evaluated at the base-stations, and primarily depends on the number

and location of the users. The analysis presented in this chapter only focuses on the down-

link channel3 (and hereafter references to CIR or outage probability are assumed to be for the

down-link case).

9.2.2 FDTD Propagation Analysis

Similar to the propagation studies examined in chapters 6 and 8, the building models are based

on the Engineering Tower at The University of Auckland (photographs and a more thorough

description of the building can be found in section §6.2). Table 9.1 summarises the FDTD

simulations parameters for the two- and three-dimensional geometries. The two-dimensional

geometry is based on a vertical ‘slice’ through the building and consists of metal-reinforced

concrete floors, glass exterior windows and hanging panels (as described in section §6.3). The

central services shaft has also been examined, however, all propagation paths are assumed to be

contained within the building perimeter (i.e. reflection/scattering paths from nearby buildings

have been ignored). TMz polarisation is assumed, and a single Ez component is used to excite

the lattice, thus waves propagate cylindrically away from the source.

2The CIR can also depend on the system, e.g. limited levels of interference may be introduced if adjacent
channels overlap.

3It should be noted that mobile-users transmitting on the up-link channel are usually power-controlled to
limit interference. An investigation of various power-control algorithms is presented in [91].
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Table 9.1: FDTD Simulation Parameters.

2D 3D

Frequency (f) 1.8 GHz 1.0 GHz

Lattice size (∆) 5 mm 10 mm

Time Step (∆t) 9.15 ps 18.3 ps

Number of Floors 8 3

Problem Size 27 × 25 m2 18 × 18 × 9 m3

Memory 620 MB 180 GB

Wall-Timea 2 hours 48 hours

Processors 22 cores 64 cores
aThe wall-time is the actual time taken by a computer/cluster to complete the simulation; an estimate of the

CPU-time is wall-time × processors.

Due to high computation requirements, the three-dimensional geometry only models three

stories of Engineering Tower. The central services shaft, glass windows and gib-board internal

partitions have been included (similar to the basic geometry examined in chapter 8). Although

the results presented in chapter 8 demonstrate that dielectric and metallic clutter (such as

bookshelves and other office furniture) can significant alter the fields, these have been ignored

here for simplicity.

9.2.3 Carrier-to-Interference Ratio

Users operating in the building are assumed to connect to the base-station with the strongest

received signal, and therefore other base-stations transmitting over the same frequency range

appear as interference. The interfering signals from the other base-stations can be treated as

uncorrelated, and are added together on a power basis [66]. The power is spatially averaged

over 3λ × 3λ sectors to remove multi-path fading [17], and the CIR is computed for each

sector by dividing the sector-averaged power from the strongest base-station by the sum of the

(sector-averaged) power produced by base-stations on the other seven floors, as described by

CIR(x)
n =

max
{

P
(x)
n ∈ x

}

∑

x

Pn
(x) − max

{

P (x)
n ∈ x

} , (9.1)

where n identifies the sector and x represents the set of base-station locations.

9.2.4 Outage Probability

CDMA is a spread-spectrum technique where multiple users are separated in signal-space with

orthogonal spreading codes [4, pp. 457–459]. Therefore, the desired signal for one user will

appear as ‘noise-like’ wide-band interference to every other user. CDMA systems are resilient

to narrow-band interference, but the cumulative effects of this wide-band interference from

other users will degrade system performance. Down-link channels for CDMA systems are

affected by two sources of interference. Intra-cellular interference originates from transmissions

to other users connected to the same base-station, whereas inter-cellular interference is caused

by transmissions to users connected to co-channel base-stations. Both inter- and intra-ceullar
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interference are affected by the processing gain (N , assumed to be 511), voice activity factor

(α, assumed to be 0.5), and the number of active users (K, assumed to be 30/floor); however

only inter-cellular interference is affected by the locations of the base-stations and users [92].

Specifically, the instantaneous signal-to-interference ratio (SIR) is given by [92]

SIR =
1

√

α
3N

(K − 1 + KPint

Pdes

)
, (9.2)

where Pint and Pdes are the interfering and desired signal powers respectively. The mean values

of Pint and Pdes are predicted from FDTD simulations of the indoor environment. Superimposed

on the sector-mean is multi-path fading, modelled as an exponentially distributed random

variable4. As indoor environments are often cluttered, the incident wave is locally scattered

around the receiver, and an exponential distribution to characterise the multi-path fading is

appropriate [93, pp. 13–19]. Furthermore, FDTD simulations of propagation in generalised

three-dimensional geometries (presented in chapter 8) also indicate the fading envelope can be

adequately characterised by an exponential distribution in most cases.

For a large number of active users and high processing gain, the CDMA bit-error-rate (BER)

can be approximated by a Gaussian function of the composite intra- and inter-cellular SIR [92].

An outage is assumed to occur if the instantaneous BER is above 10−3, i.e. if the instantaneous

SIR drops below the receiver protection margin rp, calculated by solving (9.2) for the KPint

Pdes

term5 [22]. The outage probability is found by determining the probability that Pdes is less than

rpPint. For an exponentially distributed desired signal and n exponential interfering signals the

outage probability is given by [24]

Pn
out = 1 − Pn

ser

= 1 −
∫ ∞

0

P (I1)

∫ ∞

0

P (I2) · · ·
∫ ∞

0

P (In) ×
∫ ∞

P

n
i=1

Iirp

P (w) dw dIn · · · dI2 dI1, (9.3)

where

p(w) =
1

A
exp

(

−w
A

)

, (9.4)

and

p(Ii) =
1

Bi

exp

(

− Ii
Bi

)

(9.5)

are the probability density functions for the exponentially distributed desired and ith interfering

signal powers; A is the mean desired signal and Bi the mean of the ith interferer. Substitut-

ing (9.4) and (9.5) in (9.3) gives

Pn
out = 1 −

n
∏

i=1

Λi

Λi + rp
, (9.6)

where Λi is the mean desired-signal/interfering-signal ratio, Λi = A
Bi

. The expression for CDMA

outage probability depends largely on the CIR, and higher outage is experienced in locations

where desired and interfering signals have comparable magnitude.

4When considered in terms of power, the Rayleigh distributed multi-path fading envelope can be modelled
as an exponentially distributed random variable.

5For a BER threshold of 10−3, rp = −19.3 dB.
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9.3 Deployment Strategies (2D)

The two-dimensional vertical ‘slice’ is shown in Fig. 9.1(a), with the locations of the base-

stations marked by ×. Two base-station locations per floor have been considered, and these are

positioned 1.0 m above the floor, and 1.5 m from the windows on either side of the building. The

base-station transmitting antennas are assumed to be omni-directional—operating at 1.8 GHz

with identical transmit powers—and are modelled by exciting a single Ez field component in

a two-dimensional TMz lattice. For an eight storey building, assuming only one base-station

operates per floor, there are 256 possible deployment strategies. However, by symmetry there

are only 128 unique strategies, and each has been examined. It is assumed frequencies are

reused on each floor, though in practise it may be possible to increase the reuse distance.

9.3.1 Isolated Building

Fig. 9.1 shows density plots of the CIR for three different base-station deployment strategies.

Regions of high CIR are indicated in red; whereas blue represents regions of low CIR. When the

base-station antennas are vertically aligned, Fig. 9.1(a) shows that the CIR remains relatively

constant across the floors, with an average value of 14 dB. The CIR is higher around the base-

stations, and lower in regions within the concrete floors, or outside the building perimeter. By

vertically aligning base-stations, the desired and interfering signals travel similar distances to

the user. However, interfering signals from adjacent floors experience approximately 15 dB

attenuation passing through the reinforced concrete. The high inter-floor isolation ensures high

CIR; and low outage probabilities across the floor are also observed. The increasingly glancing

angle of incidence on the concrete floor increases the CIR by approximately 3–4 dB as the

user moves away from the base-station. Results also indicate that most of the interference

comes from base-stations operating on immediately adjacent floors. Base-stations more than

two storeys away contribute, at most, 3.0% of the total interfering power.

Fig. 9.1(b) shows vertically staggering the base-stations has a major impact on the CIR,

producing greater extremes in the values observed across a floor. When the user is closer than

3.5 m to the base-station, the CIR is larger than the vertically aligned case. However, as the

user moves across the floor, the CIR is observed to decrease significantly, reaching values as

low as −1.5 dB. Both these effects are caused by the relative distance between the user and the

desired and interfering base-stations. In regions where the CIR is weak, signals from adjacent

floors are substantially stronger due to increased proximity, and consequently are comparable

in magnitude (despite the 15 dB floor attenuation) to signals propagating across the floor.

The situation is reversed for regions where the CIR is strong. Plots of the CIR cumulative

distribution function (CDF)—for vertically aligned and staggered base-station configurations—

are shown in Fig. 9.3, where only sectors within the building perimeter have been considered.

The CDF can be used to compare and quantify the difference between various base-station

configurations. It is observed that an increased proportion of the building has low (< 5 dB)

CIR when the base-station configuration is changed from aligned to staggered. When the

base-stations are vertically aligned, 3.0% of sectors have CIR less than 5 dB, while staggering

base-stations increases this to 22.2%.

Fig. 9.2 shows the outage probability within the building when the base-stations are verti-

cally staggered. Extremely localised regions of high outage are observed. The outage probability

is lowest around the transmitters (approximately 10−6–10−5), and increases as the user moves

further across a floor. When the mobile user is approximately 7–8 m away from the base-
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Figure 9.1: Down-link CIR density plots: (a) vertically aligned, (b) vertically staggered base-
station antennas, and (c) a single antenna out of alignment. base-station locations are marked
with ×.
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Figure 9.1: Down-link CIR density plots: (a) vertically aligned, (b) vertically staggered base-
station antennas, and (c) a single antenna out of alignment. base-station locations are marked
with ×.
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Figure 9.3: CIR cumulative distribution with vertically aligned and staggered base-stations.
Also shown is the improvement with the deployment of partial metal shielding.

station, the outage probability rises considerably to reach a maximum of 0.02. A comparison

against Fig. 9.1(b) suggests that CDMA systems experience very little outage if the CIR can

be kept above 5 dB. By contrast, if the CIR drops below 5 dB, the outage rises considerably.

Results also indicate that a single base-station not vertically aligned will increase that floors’

outage probability (and to a lessor extent, that of adjacent floors). As shown in Fig. 9.1(c) the

localised increase in outage probability can be similar to the vertically staggered case. Simi-

lar findings—increased outage for vertically staggered base-stations, compared to the aligned

case—have also been observed in experimental studies [6]. However, as a Monte-Carlo method

was used to calculate the average outage probability across a floor, the results were not detailed

enough to show localised effects [6].

9.3.2 Propagation through Internal Shafts

Fig. 9.4 shows density plots of the outage probability when the services shaft is included in

the simulation model. When all base-station antennas are vertically aligned, as in Fig. 9.4(a),

regions of the floor on the left side of the shaft have low outage, whereas substantially increased

outage occurs in regions on the right side (and within the shaft itself). Higher outage within

the shaft is of less concern, as most users would not be operating in this environment for long

periods. The services shaft reduces inter-floor isolation by providing low attenuation paths for

signals originating on other floors. Therefore, signals from adjacent floors passing through the

shaft have comparable power, leading to increased outage.

By examining all permutations, base-stations can be deployed to ensure the entire building

can be serviced with low outage. An example of one such configuration is shown in Fig. 9.4(b),

where the base-stations are staggered but grouped in pairs. Low interference is maintained,
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Figure 9.4: Density plots of outage probability when the central services shaft is included: (a)
vertically-aligned base-stations and (b) base-stations optimised to minimise outage probability.
The locations of the base-stations are marked with ×.
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as each base-station is also servicing a portion of the floor vertically adjacent. In this case

the shaft is being used to isolate base-stations on the left and right sides, and the interfering

signals from across the shaft are attenuated more than the desired signals (which only have

to penetrate a single floor). Regions within the shaft still experience high levels of outage.

It should be noted that this two-dimensional characterisation of the services shaft does not

account for propagation paths travelling around the shaft (e.g. diffraction at the corners or

reflection from the windows). The presence of these paths could significantly alter the CIR

and outage probability, but can only be captured using a three-dimensional geometry, which is

considered in section §9.4.

9.4 Deployment Strategies (3D)

The results presented in chapters 6 and 8 indicate no single two-dimensional slice through a

multi-storey building can correctly account for all propagation paths. In particular, propaga-

tion around (or through) internal services shafts can only be thoroughly examined in three-

dimensions6. Accordingly, a three-dimensional implementation of the FDTD method is used

estimate the desired and interfering signals in a multi-storey building. Due to the high com-

putational requirements, only three floors have been considered. Fortunately, as noted in

section §9.3, the majority of inter-floor interference arrives from base-stations operating on

immediately adjacent floors, so such an analysis is valid.

In the scenarios considered in this section a further restriction is added. One fixed base-

station operates on each floor (as before), however, the mobile users cannot connect to base-

stations on adjacent floors, i.e. each floor is treated as a separate network7. The CIR and outage

probability results in this section are presented with respect to users operating on Floor 2; the

co-channel interfering8 base-stations are located on Floors 1 and 3.

9.4.1 Staggered and Aligned Base-Stations

Fig. 9.5 shows density plots of the (3λ)3 sector-averaged CIR for (a) vertically aligned and (b)

vertically staggered base-stations. The location of the desired and interfering base-stations are

marked by � and × respectively. When the base-stations are vertically aligned, the average CIR

across the floor is 18.7 dB (with a standard deviation of 6.2 dB). The CIR is highest (32.8 dB)

around the desired base-station, while the lowest CIR (6.4 dB) is recorded in the services shaft.

Low outage is expected when the base-stations are vertically aligned, as though the propagation

paths around the shaft are similar for signals originating from either the desired or interfering

base-stations, the concrete floor attenuates the interfering signals, thereby introducing 15–20 dB

isolation.

Vertically staggering the base-stations—as shown in Fig. 9.5(b)—significantly alters the

CIR. In particular, low CIR is observed in regions where the desired signal is shadowed by

the services shaft. As noted in chapter 8, propagation paths penetrating through the shaft

are highly attenuated by the thick lossy concrete walls, and consequently, signals received in

the shadowed regions are dominated by paths propagating around the shaft. In the geometry

considered, specular reflection from the glass exterior windows dominates, and the average

6Furthermore, the three-dimensional simulation results can be directly compared against experimental mea-
surements.

7This is more realistic, as floors may be occupied by different companies/groups of users.
8This is the limiting/worse-possible case as it is assumed frequencies are reused on each floor.
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Figure 9.5: CIR density plots for (a) vertically aligned and (b) vertically staggered base-stations.
The location of the desired and interfering base-stations are marked by � and × respectively.
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Figure 9.6: Density plots for the outage probability: (a) experimental measurements (1.8 GHz)
and (b) FDTD simulations (1.0 GHz). The location of the desired and interfering base-stations
are marked by � and × respectively.
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path-loss is typically between 60–70 dB. In the shadowed regions, the isolation between the

desired and interfering signals is reduced, and for a number of sectors the CIR is negative

(i.e. the interfering signals are stronger than the desired). In regions where line-of-sight (LOS)

paths from the desired base-station exist9, higher CIR is observed (in most cases above 10 dB).

Similar to the vertically aligned case, the highest CIR is observed in regions around the desired

base-station.

9.4.2 Comparisons with Experimental Measurements

To confirm the findings presented in section §9.4.1, experimental measurements of the path-

loss in the Engineering Tower (at 1.8 GHz) were used to compute the outage probability for

a CDMA system. Similar to [6], multiple transmitters were deployed throughout the building,

and the sector-averaged power was recorded at 52 locations across the sixth floor (further details

of the experimental setup can be found in section §6.5.2). Fig. 9.6(a) shows a density plot of

the measured outage probability across the sixth floor, for the case when the base-stations are

vertically staggered. It should be noted that, although the plot shows a smooth variation, the

outage will change abruptly at material interfaces. The location of the desired and interfering

base-stations are marked by � and × respectively. Regions directly above/below the interfering

base-stations are observed to have significantly higher levels of outage compared to the rest of

the floor. The highest outage probability measured is 0.69, while lower outage is measured

in regions closer to the desired base-station. When base-stations are vertically aligned, the

outage probability remains relatively constant (approximately 10−5 – 10−4) across the entire

floor. The simulated outage probability—shown in Fig. 9.6(b)—generally agrees well with the

experimental measurements. However, it should be noted that clutter (e.g. office furniture

and fittings), usually present in the indoor propagation environment, have been ignored. The

results presented in chapter 8 show that clutter in the environment can introduce significant

attenuation, particularly on longer paths, which would tend to further increase the outage

probability.

9.5 Interference Mitigation

The use of frequency selective surfaces (FSS) within buildings to selectively block certain fre-

quency bands has been suggested previously [28–30]. By using FSSs to occlude co-channel in-

terference paths, system performance may be improved. The results presented in sections §9.3

and §9.4 indicate high outage is generally localised to (relatively) small regions directly above

or below the interfering base-stations. In this section, electromagnetic shielding—in the form of

thin metal sheets10 embedded within the concrete floors—is deployed to increase the inter-floor

isolation. Previous research has shown the length/area of shielding applied is proportional to

the improvement in outage probability [22], and though it is possible to completely isolate each

floor by covering the ceiling (or floor) with shielding, this approach has not been considered for

reasons of applicability and practicality. Instead, partial shields are examined, and modelled

in the FDTD lattice as thin layers of metal with σ
E

= 107 S/m. At the operating frequencies

9Propagation paths penetrating through internal partitions are also considered LOS, as the gib-board does
not introduce significant attenuation.

10As noted in chapter 2, metal shields can be considered ideal frequency selective surfaces operated in their
resonant state [22]
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Figure 9.7: Density plots of (a) CIR and (b) CDMA outage probability with metal shields,
marked by — (the thickness has been exaggerated for clarity), embedded in each floor. The
locations of the base-stations are marked by ×, and users are assumed to connect to the strongest
base-station.
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Figure 9.8: Density plot of the CDMA outage probability with metal shields (cross-hatched
region) embedded in each floor. The location of the desired and interfering base-stations are
marked by � and × respectively.

considered in this chapter, the thickness of the metal sheet (assumed to be one FDTD cell) is

considerably larger than the skin depth.

Fig. 9.7(a) shows the CIR on a two-dimensional slice with vertically staggered base-stations

and partial metal shielding embedded in the concrete floors. The locations of the shields are

indicated by −, and the thickness has been exaggerated for clarity. The shields are 4.0 m in

length and centred above each base-station. It is observed that the shielding increases the inter-

floor isolation. In particular, regions in the building where—without shielding—low CIR was

experienced now have considerably higher CIR, and the results are comparable to the case when

the base-stations are vertically aligned. Comparing Fig. 9.7(a) with Fig. 9.1(b) shows shielding

can increase the CIR directly above/below interfering base-stations by approximately 15 dB. A

plot of the CIR cumulative distribution for vertically staggered base-stations with partial metal

shielding is shown in Fig. 9.3. It is noted that less than 1% of the sectors within the building

perimeter have a CIR below 5 dB; this represents a substantial improvement from the staggered

configuration (22.2%). The improvement in CIR is also reflected in the density plot of outage

probability, shown in Fig. 9.7(b). The outage probability is observed to decrease by an order

of magnitude, compared to the case without shielding. The isolation is not perfect, as some

energy will diffract around the edges of the shield, and these effects are visible in Figs. 9.7(a)

and (b). However, the energy carried on diffracted paths is substantially weaker, and therefore

has minimal impact on the outage probability.

The three-dimensional shield is a 6 × 6 m square, centred directly above or below the

interfering base-stations (as noted in Fig. 9.8, the shield does not extend into the services

shaft). Fig. 9.8 shows a density plot of the outage probability—calculated with (9.5), with

interfering base-stations located on immediately adjacent floors—across the floor when the
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shields are deployed. Comparing Fig. 9.8 with Fig. 9.6(b) shows the shielding significantly

lowers the outage probability. The low levels of outage (already present) in regions away from

the interfering base-station have not affected by the shielding.

9.6 Correlated Shadowing

When the transmitters are vertically staggered—as depicted in Fig. 9.1(b)—an increased pro-

portion of sectors have low or negative CIR. This finding agrees well with experimental ob-

servations and previous studies [6, 39]. It has been suggested that correlated shadowing in

the indoor environment is responsible for this behaviour [39]. Correlated shadowing (of the

sector-averaged mean) is thought to occur when the desired and interfering signals travel over

very similar propagation paths, i.e. encountering the same shadowing obstacles [39]. When

the co-channel base-stations are vertically aligned, significant positive correlation between the

desired and interfering signals can exist, i.e. as the desired signal strength increases, so does

the interference and vice-versa. However, if the desired and interfering base-stations are not

aligned, it is possible that when the desired signal is weak the interfering signals are strong

(and vice-versa), thereby producing negative correlation. The central services shaft is thought

to play a significant role in the strong correlations observed [39]. The correlation between a

pair of desired and interfering base-stations can be quantified by [6]11

ρ =

∑

k

(

Ldk − Ldk

) (

Lik − Lik

)

√

∑

k

(

Ldk − Ldk

)2
√

∑

k

(

Lik − Lik

)2
, (9.7)

where Ldk (dB) and Lik (dB) are the sector-averaged path-losses between the user location

(k) and the desired and interfering base-stations respectively. Table 9.2 lists values of the

correlation coefficients calculated using (9.7) for the experimental measurements and FDTD

simulations (with a single floor separating the desired and interfering base-stations). Strong

positive correlation exists when the base-stations are vertically aligned; and by contrast, stag-

gered base-stations display strong negative correlation. It is interesting to note that positive

and negative correlations exist even when the core is omitted from the simulation model.

Table 9.2: Correlation Coefficients between Desired and Interfering Signals.

ρaligned ρstaggered

Two-dimensional FDTD (no core) 0.62 −0.39

Two-dimensional FDTD (core) 0.79 −0.71

Three-dimensional FDTD 0.94 −0.70

Experimental Measurements 0.85 −0.62

Fig. 9.9 demonstrates that strong positive and negative correlations are artifacts of the

distance-dependency relationship between user locations and base-stations, and are not specific

to any building layout. Fig. 9.9(a) shows a representative diagram of two floors of a multi-

storey building; the desired base-station operates on Floor 1 and two possible locations for the

11The equations provided in [6, 39] have typographical errors; (9.7) is correct.
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Figure 9.9: (a) Representative diagram of inter-floor interference from vertically aligned and
staggered base-stations to a user operating on Floor 1. (b) Power recorded (in dBm) from the
desired and interfering base-stations. (c) Scatter-plot of the interfering power versus the desired
power for vertically aligned and staggered base-stations.
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Figure 9.9: (c) Scatter-plot of the interfering power versus the desired power for vertically
aligned and staggered base-stations.

interfering base-station are considered; vertically aligned (A) and vertically staggered/offset

(B). The results presented in chapter 6 suggest an appropriate propagation model to describe

the power received on Floor 1 (from either the desired or interfering base-stations) is free-space

with an appropriate attenuation—in this case 10 dB—to account for penetration through the

lossy concrete.

Fig. 9.9(b) shows the power received on Floor 1 from the desired and interfering base-

stations. As expected, the desired power decreases exponentially with distance; similarly, the

power from interfering base-station A also decreases exponentially with distance (with 10 dB

isolation). However, the power received from interfering base-station B increases with distance

away from the desired base-station. As shown in Fig. 9.9(c), this introduces very strong positive

and negative correlation between the desired and interfering signals. This result suggests that

the strong correlation values previously observed [6, 39] are artifacts of the relative distance

between the user and the desired and interfering base-stations12. It also helps explains why

the regions of low CIR (and high outage) are highly localised above/below interfering base-

stations, and why only a (relatively) small region of the floor needs to be shielded. It should be

noted that in reality, propagation around the services shaft (or other shadowing obstacles) will

tend to decrease the strength of the desired signal on longer paths, thereby reducing the high

correlation values.

12These results also suggest that the internal structure of the building is actually responsible for lowering the
correlation (in particular for staggered base-stations). However, a detailed investigation is outside the scope of
this thesis.
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9.7 Consequences for System Planning

Although the primary purpose of this chapter was a feasibility study, several of the findings

presented herein can be generalised and applied to other buildings in the form of heuristic

rules13. The results indicate that to minimise interference the base-stations should (where

possible) be vertically aligned; by contrast, the worst (in general) deployment strategy is a

vertically staggered configuration. The FDTD simulation results also indicate that inter-floor

interference paths can be occluded by shielding specific areas of the floor with thin layers of

metal foil14. In general, this shielding should be located directly above/below the interfering

base-stations. However, it should be noted that metal shielding will only increase the inter-floor

isolation when it is used to occlude the dominant sources of interference. For example, external

buildings can support strong reflections to adjacent floors, and in this case shielding the floor

or ceiling will not significantly reduce the levels of interference.

At the present time the FDTD method remains too computationally expensive to be used

in practise for optimising base-station deployment strategies, or the location (and dimensions)

of metal shielding to minimise interference from co-channel systems. Optimisation algorithms,

such as binary integer programming or genetic algorithms, may require many possible trials be-

fore an optimal deployment strategy is reached. The comparatively low computational require-

ments of ray-based methods (GO/UTD) makes them more attractive for optimisation purposes.

For example, GO/UTD have been applied to optimise the locations of base-stations [94], and

the deployment of metal shielding [22] within buildings. However, as noted in section §3.3.2,

ray-based methods must be applied with caution, as many of the approximations and assump-

tions in their derivation are not valid for typical indoor environments (e.g. the study in [22]

ignores diffraction from all dielectric edges). Mechanistic models, such as those proposed in

chapters 6–8, potentially satisfy the trade-off between accuracy and computational cost. How-

ever, these are not yet at a stage of development that will allow localised field distributions to

be predicted accurately (as required for the deployment of shielding).

9.8 Summary

This chapter has extended the propagation studies considered in chapters 6–8 to estimate the

performance of indoor wireless systems (specifically those based on CDMA technology) in the

presence of interference. Computational limitations have restricted analysis to two-dimensional

slices through a multi-storey building and smaller three-dimensional geometries. The chapter

has focused on base-station deployment strategies to minimise the overall levels of interference

within a multi-storey building. The simulation results have been compared with experimental

measurements of the outage probability and a good agreement was found for most cases. It

was noted that regions of high interference were very localised, and the performance of partial

metal shielding (in the form of thin metal sheets) was simulated. The shielding occludes the

interfering signal paths, increasing the inter-floor isolation, and thereby reducing interference.

The use of the FDTD method to estimate the performance of indoor wireless systems is the

last stage in the road-map of propagation studies outlined in chapter 5. Chapter 10 discusses

the implications of the findings presented within this thesis and makes recommendations for

future investigations.

13Several of these results have already been reported in the literature, e.g. [6], but these were based on
experimental studies and the transportability of the findings to other buildings remains a concern.

14The experimental verification of this finding is outside the scope of this thesis.





Chapter 10

Discussion and Recommendations

for Future Investigation

10.1 Introduction

The two major objectives of this thesis are the characterisiation radio-wave propagation within

buildings using two- and three-dimensional implementations of the FDTD method; and gener-

alising these results to develop appropriate mechanistic models. To address these goals, three

propagation studies—based on simplified two- and three-dimensional representations of multi-

storey buildings—have been considered. Each propagation study has focused on a different

aspect of the indoor radio channel, and although the major objectives have been achieved there

is scope for further development. This chapter discusses some of the key findings presented

in chapters 6–9 from a system planning perspective, and discusses recommendations for future

investigation.

Section §10.2 provides an overview of the mechanistic modelling approach and briefly sum-

maries the main findings from chapters 6–8. Also examined in section §10.2 are applicability

bounds for the FDTD method and the mechanistic models. Recommendations for future in-

vestigation are outlined in section §10.3, focusing on the refinement of the mechanistic models,

techniques/methods to reduce the computational costs, and the characterisation of clutter in

the indoor propagation environment. The chapter is briefly summarised in section §10.4.

10.2 Mechanistic Propagation Models—A Review from a

System Planning Perspective

10.2.1 Overview

Chapters 2 and 3 established the need for accurate, yet computationally efficient, models to

characterise radio-wave propagation within buildings. In particular (to reliably predict the sys-

tem performance) accurate estimates of the sector-averaged desired and interfering signal powers

are required. Currently, empirical models remain widely used for system planning purposes, as

they are relatively straightforward to apply. However, many of the terms and parameters in

these models generally lack an electromagnetic basis, and can vary considerably between build-

ings, thereby complicating transportability. Computational electromagnetic techniques, such
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as the FDTD method, offer increased accuracy, and can provide a physical basis for previous

experimental observations. However, it must be understood that, due to high computational

costs, the FDTD technique is not being suggested as a practical method to model the indoor

radio channel. Instead, the mechanistic modelling approach outlined in this thesis uses the

FDTD method to determine the dominant propagation paths in simplified models of multi-

storey buildings. These results can be generalised to form mechanistic models by developing

simple ray-optical1 approximations to describe each dominant path/mechanism. The resulting

mechanistic models are computationally efficient, but retain the accuracy of their electromag-

netic foundations. It should also be noted that the mechanistic models are developed to predict

the local/sector-averaged mean power over a small region, not the instantaneous received power

at a point. Variations in the signal about the mean-level can be included by superimposing

statistical distributions that describe the fading envelope.

10.2.2 Propagation Studies—Summary

Propagation Study A: Within the Building Perimeter (2D)

Study A considers propagation on a simplified two-dimensional vertical ‘slice’ through an eight

storey office tower, consisting of multiple concrete floors (modelled as homogeneous dielectric

slabs). A thorough investigation with the FDTD method (for both TMz and TEz lattice

polarisations) indicates two mechanisms dominate the power received on immediately (and

nearly) adjacent floors: direct penetration through the floors, and diffraction at the floor-

edges. Generally, penetration dominates for the first 4–5 floor separations; beyond five floors

diffraction dominates2. The addition of further details (such as metal rebar, glass windows,

hanging panels and internal walls) were shown to alter the local fields, but do not significantly

change the dominant components. The inclusion of a central services shaft (containing elevators

and stairwells) significantly attenuates signals propagating across the floor, but also introduces

lower-loss propagation paths to adjacent floors.

Propagation Study B: External to the Building Perimeter (2D)

Study B extends the two-dimensional slice examined in study A to consider possible reflection

and scattering paths from nearby buildings. FDTD simulation results indicate that strong

reflection paths can exist (even from the electrically rough external faces), and are capable

of delivering significant levels of power back to immediately (and nearly) adjacent floors. In

particular, the reflected path is largely free-space, and consequently tends to dominates the

received signal after 2–3 floor separations. A two-component mechanistic model to describe the

power received on a lower floor is based on ray-optical approximations of the penetrating and

reflecting paths.

Propagation Study C: Within the Building Perimeter (3D)

Study C significantly reduces the scale of the problem, but extends the geometry to three-

dimensions (computational limitations restrict the geometry to three floors). In three-dimensions

1Ray-methods (such as GO/UTD) are not used directly as this would a priori assume all propagation paths
can be characterised using rays.

2The transition between penetration and diffraction depends on the material properties and frequency; for
typical values of the concrete permittivity and conductivity this is around 4–5 floors separations.
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the signals can propagate around the central services shaft, and in ‘lit’ regions the results sug-

gest a free-space model with (constant) floor attenuation terms is appropriate. However, in

the ‘shadowed’ regions, additional loss terms are required to account for propagation around

the services shaft. It is also noted that as the floor separation increases, propagation paths

travelling within the shaft contribute an increasing proportion of the received power. Study C

also focused on characterising propagation in the presence of clutter, such as office furniture

and fittings. Clutter in the propagation environment is difficult to adequately characterise

in two-dimensions and has frequently been ignored in previous investigations. However, the

limited inclusion of clutter in the three-dimensional geometry is shown to significantly alter

the propagation paths. For example, in the absence of clutter, propagation into the shadowed

regions is dominated by reflection from the exterior glass windows; by contrast, clutter in the

environment strongly attenuates these paths, and the received signal is dominated by diffraction

at the corners of the shaft. Developing mechanistic models for this behaviour is complicated

by the inherent randomness in the position (and properties) of the clutter.

10.2.3 Assumptions and Applicability

As noted, the mechanistic modelling approach approximates the dominant propagation paths

(identified from FDTD simulations of the indoor radio channel) with ray-methods. This ap-

proach is valid provided the dominant propagation paths remain ray-optical. However, several

situations could arise where the dominant components do not follow ray-optical trajectories.

For example, the UTD is known to fail when predicting diffraction over multiple co-linear knife

edges (where each diffracting edge is in the transition region of the previous edge) [86, 87].

Propagation down the outside face of a building—over multiple floor edges—could be consid-

ered a similar geometry. However, results in this case indicate an adequate level of accuracy is

possible by only considering diffraction at the edges of the first and last floor. Other deviations

from ray-optical trajectories can be identified using visualisation techniques developed to infer

the dominant propagation paths. For example, streamline projections through the Poynting

vector represent the net energy flow, and while local distortions (over 1–2λ) are expected due

to multi-path phenomena, strongly curved streamlines would tend to indicate the propagation

path cannot be characterised using ray-optics. However, in many cases the streamlines are

observed to follow straight paths, e.g. propagation to adjacent floors as depicted in Fig. 8.5(b).

Furthermore, predictions of the sector-averaged power using the mechanistic models agree well

with full-wave FDTD simulations, suggesting in many cases (examined to date) the propagation

phenomena can be adequately characterised using ray-optics.

Central to the development of mechanistic models is a thorough assessment of the limita-

tions of the FDTD method to characterise the indoor radio channel. Although this topic has

been covered in the preceding chapters, at this stage it is appropriate to briefly summarise

several of the key limitations which may have implications for future investigations. In partic-

ular, propagation studies A and B have largely focused on two-dimensional characterisations

of the buildings. Two-dimensional geometries assume the structure being modelled is infinite

in extent, i.e. the fields propagate on a ‘slice’ through the problem. Propagation paths or-

thogonal to the slice direction cannot be captured or characterised, and results show that in

some circumstances these mechanisms may be significant. However, in many other regions the

propagation mechanisms identified using two-dimensional geometries are identical (or at least

very similar) to those identified in three-dimensions.

It should also be noted that two-dimensional FDTD simulations cannot be directly com-
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pared against experimental measurements. Direct comparisons have thus focused on the three-

dimensional results3 presented in chapter 8. In some regions the difference in the sector-averaged

power between the FDTD simulations and measurements is as large as 25 dB. However, it is

also observed that the RMS error between the measurements and simulations decreases as a

greater level of internal details/clutter are modelled. Furthermore, the dielectric properties (ǫr

and σ) of many construction materials are usually not known exactly, and results indicate the

field distributions are sensitive to the material properties. These results tend to suggest the

limiting factor for FDTD simulations of the indoor radio channel is the availability of an accu-

rate ‘database’ of the locations, composition and properties of walls/floors and environmental

details/clutter4. It should be noted that this finding is not specific to the FDTD method, and

applies to any other electromagnetic technique used to model propagation within buildings.

10.3 Recommendations for Future Investigation

At this stage in the thesis it is appropriate to consider recommendations for future investigation.

Similar to the goals of this thesis, the recommendations focus on developing appropriate models

to characterise the indoor radio channel, and are grouped around three major themes:

1. Refining the mechanistic models;

2. Investigating methods to reduce the computational requirements; and

3. Developing techniques to characterise the effects of clutter.

Each of these categories is now considered.

10.3.1 Refinement of the Mechanistic Models

Alternative Building Geometries

Both buildings considered in this thesis (the Engineering Tower and Chemistry Building at The

University of Auckland) were erected in the mid 1960’s and share the same Brutalist archi-

tectural style5 and construction materials, specifically steel-reinforced concrete. The internal

structure of both buildings is also very similar, and consists of concrete floors6 and structural

supports (which may also contain services shafts7 for lifts and stairwells), with false ceilings

carrying facilities and services, such as heating, lighting and water. The remaining internal

space is divided into corridors and offices/laboratories with ‘soft’ partitions (gib-board/drywall

nailed to timber frames). The offices and laboratories also tend to be cluttered with a range of

metallic and dielectric objects.

As both buildings studied are very similar, the mechanisms identified with the FDTD

method may be specific to this style of architecture, i.e. the resulting mechanistic models may

3Computational limitations set the maximum simulated frequency to 1.0 GHz, while the measurements have
been conducted at 1.8 GHz. The additional free-space loss has been accounted for in the comparisons.

4The impracticality of recording the locations and property of the clutter is noted, and methods to characterise
the effects of clutter form part of the recommendations for future investigation.

5Brutalist architecture is characterised by angular ‘blocky’ structures and extensive use of poured concrete [95,
262–268].

6Concrete floors can be formed by pouring concrete over a rigid metal frame. In this case, propagation paths
through the concrete are highly attenuated and other mechanisms to adjacent floors may dominate.

7In this thesis the services shafts have been centred on the floor. Although the field distribution around
an off-centre shaft is likely to be very similar to cases already examined, larger portions of the floor could be
characterised using two-dimensional models.
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be ‘tuned’ and not as transportable to other buildings. Consequently, further studies in other

buildings (with different architectural styles) are recommended. In particular:

• Steel frames provide much of the structural support in modern buildings, which accord-

ingly use less concrete. Propagation studies A–C have focused exclusively on concrete-

framed buildings, with the results indicating many propagation mechanisms are strongly

influenced by concrete structures. In buildings with less concrete, other propagation

mechanisms may dominate, and many previous findings may not be (directly) applicable.

• Large atrium areas and open plan offices are also common in many modern buildings.

Accurate models to predict coverage and interference in these areas are important as the

user density is typically high. Although the propagation environment can be considered

(largely) free-space, most users will be operating 1–2 m above the floor and surrounded

by local clutter.

Experimental measurements in other buildings to validate the FDTD results and mechanistic

models is also recommended.

Incorporation of Experimental Measurements

It is unlikely any modelling approach will completely eliminate the need for experimental mea-

surements. For example, the mechanistic models developed in this thesis were validated against

extensive site surveys of the received power. However, it may be possible to develop models

that require a smaller number of validation measurements. As noted in chapter 6, variations

in the material properties or geometry can result in significant changes to the received power,

however, in most circumstances the dominant mechanisms are not observed to change. By

characterising these mechanisms with terms that can be determined using a small number of

tuning measurements the models may be more transportable to a wider range of buildings.

For example, the attenuation introduced by a concrete floor8 can be accurately determined

with several measurements of the sector-averaged power/path-loss in a small region directly

above/below a transmitter. Similarly, additional terms could be introduced to better model re-

gions in a building where the mechanistic models are known to introduce significant prediction

errors, e.g. behind large shadowing objects.

10.3.2 Reducing Computational Requirements

Subgridding and Non-Uniform Meshing

As previously noted, one of the major limitations of the FDTD method—particularly when

applied to electrically large problems, such as three-dimensional models of buildings—is high

computational costs. High spatial and temporal9 sampling densities are required to ensure

numerical stability and accurate results. Typically a sampling density of 15 cells/λ is used to

reduce dispersion error; in this case λ is the wavelength of the highest frequency of interest in

the most optically dense material. Consequently, if a fixed lattice size is used, free-space regions

are often gridded in excess of the λ/15 requirement.

8Directly measuring the concrete conductivity is considerably more complicated and generally requires spe-
cialised equipment [78].

9Alternative time-stepping algorithms, such as the Alternating Direction Implicit (ADI) scheme can be used
to increase the time-step, however this also increases computational complexity [11, 888–891].
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The lattice cells can be subdivided to increase the sampling density in regions where ad-

ditional spatial resolution is required, e.g. within dielectric materials, or where the objects of

interest are smaller than a lattice cell. In this case large cells could be used in the free-space re-

gions. Subgridding could significantly reduce the computational requirements and allow larger

buildings to be examined at higher frequencies. However, many sub-gridding techniques intro-

duce spurious reflections at the interface of the regular and subgridded lattices [11, 505–507],

or late-time numerical instability [96]. Alternatively, non-uniform triangular lattices can be

used to increase the sampling density by locally conforming the mesh around/within dielectric

materials, or objects with complicated/curved geometries. However, drawbacks of triangular

lattices include a reduced time-step to ensure numerical stability [97], increased local error [11, p.

464], and difficulties in formulating absorbing boundary conditions (accurate results have been

reported for a triangular mesh terminated with periodic boundary conditions [97]).

The Pseudo-Spectral Time-Domain Method

The Pseudo-Spectral Time-Domain (PSTD) method uses a discrete Fourier Transform10 (DFT)

to evaluate the spatial derivatives of Maxwell’s curl equations on a computational lattice [11,

pp. 150–151]. In contrast to the FDTD algorithm outlined in chapter 4, the electric and

magnetic field components are co-located. The spatial derivatives can be calculated using the

differentiation property of the Fourier Transform [11, pp. 150–151]

∂U

∂x

∣

∣

∣
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i

= −F−1 (jkxF [Ui ]) ,

where F and F−1 represent the forward and inverse DFTs respectively, Ui are the field values

along a x-directed cut through the lattice, and kx is the x-component of the wave-vector.

The set of spatial derivatives along the x-directed cut can be evaluated in a single step. As

the DFT assumes periodicity of the set, values will ‘wrap-around’, producing spurious results.

However, these numerical artifacts can be removed (to a certain extent) by implementing a

perfectly matched layer absorbing boundary condition on the other edges of the computational

lattice [48]. It should also be noted that discontinuities in the fields (e.g. at material interfaces)

introduce strong Gibbs’ phenomena, reducing the accuracy of the algorithm. Non-uniform

DFTs have been suggested to improve spatial sampling at the interfaces, but are difficult to

calculate efficiently [48].

Similar to the Yee leapfrog algorithm, the E and H fields are interleaved in time, with the

magnetic fields evaluated at integer time steps and the electric fields at half-integer time steps.

However, in contrast to the FDTD algorithm, the dispersion constraint is ∆ < λ/2 (for the

FDTD method this is typically ∆ < λ/15). The corresponding reduction in computational re-

quirements is approximately 8D, whereD is the dimensionality of the problem [11, pp. 150–151].

Although parallelising the PSTD method may be more difficult11 than the FDTD algorithm,

the reduction in computational requirements may allow electrically large (three-dimensional)

indoor environments to be solved without requiring high performance computer clusters.

10The Fast Fourier Transform (FFT) can also be applied to improve computational efficiency.
11The spatial derivatives of the PSTD method are evaluated on one-dimensional cuts through the lattice, and

for two- and three-dimensional implementations these cuts are interleaved, making it difficult to subdivide the
lattice for efficient parallelisation.



10.3. RECOMMENDATIONS FOR FUTURE INVESTIGATION 131

Hybrid GO/FDTD Methods

Numerical electromagnetic techniques based on approximating the propagating fields as rays

(e.g. GO/UTD) can accurately predict many propagation phenomena—such as line-of-sight

propagation, reflection and diffraction—and are often considerably more computationally ef-

ficient than the FDTD method. However, ray-methods have difficulty modelling propagation

around/through inhomogeneous dielectric objects with complicated geometry. Furthermore,

approximations to describe diffraction (such as the UTD) are only valid for perfectly conduct-

ing wedges. However, a hybrid GO/FDTD approach could provide both a greater accuracy than

a purely GO solution, and lower computational costs than a purely FDTD solution. An exam-

ple of a possible application of hybrid GO/FDTD methods would be a more computationally

efficient analysis of reflection from surrounding buildings (propagation study B). In this case a

large portion of the path is free-space and can be well modelled using GO; while propagation

within the building—and reflection at the electrically rough face of the external building—

would be better characterised with the FDTD method. Several approaches have been proposed

for converting FDTD field components to GO point sources and vice versa [52,53,59,60], how-

ever, difficulties in ensuring accurate coupling between the fields limits applicability of hybrid

GO/FDTD methods. The potential reductions in computational requirements warrant further

investigation.

10.3.3 Modelling Propagation in the Presence of Clutter

The results obtained from a three-dimensional characterisation of the indoor radio channel sug-

gest local clutter and scatter—which have largely been ignored in RF planning tools for indoor

environments [18], or been incorporated by altering the material properties of the large-scale

geometry [43]—not only significantly reduce the received power, but also alter the propagation

mechanisms observed. The results indicate indoor propagation is governed by both the large-

scale geometry—the effects of which are largely deterministic—and the cumulative effects of

small-scale clutter, which have essentially random size, position and properties, but can cause

significant changes to received power. The inherent variation in building layout, internal clutter

and material properties complicate the analysis. However, based on the findings reported in

this thesis the question should not be what is the level of detail required to accurately predict

path-loss? but what is the expected variation in path-loss caused by uncertainty in the problem

being modelled?

A statistical characterisation of propagation in cluttered environments was proposed in [65],

where scattering by walls and local clutter was modelled probabilistically using the Boltzmann

or diffusion equations. However, some regions, particularly corridors, are largely clutter free

and will promote free-space or possibly waveguiding behaviour. Simply modelling the entire

environment as a probability ‘cloud’ of local clutter will not capture this behaviour. Similarly,

large material inhomogeneities (such as a concrete lift shaft) have potential to cast significant

radio shadows across large areas of a building. Combining a statistical approach to account

for the details with deterministic electromagnetic methods to predict large-scale field strengths

may yield useful results.

Monte Carlo techniques have been used in conjunction with the FDTD method to deter-

mine the average scattering parameters from random two-dimensional surfaces [98]. The effects

of changes in the geometry and material properties on propagation mechanisms and received

power could be quantified by running multiple simulations varying the input parameters ap-
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propriately. However, applying FDTD/Monte Carlo methods to non-trivial three dimensional

indoor propagation problems is not feasible with current computing hardware. A study apply-

ing Monte Carlo techniques to determine the sensitivity of a mechanistic model to the input

parameters (in this case the material properties) for a two-dimensional geometry is shown in

appendix I. Other uncertainty analysis techniques (such as polynomial chaos and the method

of moments) have also been used to quantify the standard deviation in the outputs when ap-

plying the FDTD method to generalised problems with variable inputs [99], and may be more

computationally amenable.

10.4 Summary

In this chapter, the implications of the findings described in chapters 6–9 are discussed. In

particular, the mechanistic modelling approach has been assessed from a systems perspective

and limitations identified. Based on the results presented in this thesis, recommendations for

future investigation have been suggested. The recommendations are focused on developing

appropriate models to characterise the indoor radio channel, and include refining the existing

mechanistic models, reducing computational requirements, and modelling propagation in the

presence of clutter. Chapter 11 provides some concluding remarks.
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Conclusions

The commercial success of mobile radio systems has led to significant interest in understanding

and predicting radio-wave propagation in urban areas, and increasingly within buildings. The

performance of these systems is limited by noise, the physical environment, and—as the up-

take of wireless technology increases—interference from other users and devices. Interference

is an important issue in the design of wireless communication systems employing frequency

reuse. This reuse of frequencies occurs spatially, and therefore insufficient isolation between

co-channel systems can result in unacceptable levels of interference which detrimentally affect

quality and capacity. Wireless systems designed to operate indoors—such as pagers, cordless

phones, cellular systems (in particular femto-cells) and WLANs—are particularly susceptible

to interference, as all transceivers are usually in close proximity. Knowledge of how radio waves

propagate within buildings is important to assess the impact of interference, and plays an impor-

tant role in the design and performance evaluation of wireless systems. This thesis has applied

computational electromagnetics—specifically two- and three-dimensional implementations of

the FDTD method—to investigate and characterise the indoor radio channel.

The indoor radio channel can be divided into two categories: a) propagation on the same

floor as the transmitter; and b) propagation to adjacent floors. Accurately characterising both

‘channels’ is important when considering interference, as the desired signal usually originates

from a base-station on the same floor, while interference typically arises from neighbouring

co-channel systems operating on immediately, or nearly, adjacent floors. For example, underes-

timating the strength of the desired signals could result in an over-designed system, where the

coverage extends beyond the expected range (potentially causing interference to other systems);

while underestimating the strength of the interfering signals could reduce system performance.

This thesis has largely focused on characterising and modelling propagation between the

floors of generalised multi-storey buildings. Although models to characterise the inter-floor

propagation paths have been developed from experimental measurements and ray-optical ap-

proximations, relatively little research has been directed toward applying full-wave computa-

tional electromagnetic techniques, such as the FDTD method. However, the FDTD method is

(generally) too computationally expensive to be applied for day-to-day system planning pur-

poses. Therefore, this thesis has also focused on generalising the numerical simulation results to

determine the dominant paths governing propagation between the floors of multi-storey build-

ings. This knowledge is then used to formulate computationally efficient mechanistic models,

which may be more transportable to other buildings.

Inter-floor propagation paths can be characterised in two-dimensions by taking a vertical
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‘slice’ through a multi-storey building. Depending on the position and orientation of this slice,

various features (e.g. internal services shafts) of the building can be isolated and examined

separately. At the very least the vertical slice contains the floors (in contemporary multi-storey

buildings these are usually made from concrete) and a two-dimensional representation of the

transmitting antenna. Depending on the polarisation of the slice the radiation pattern can

be omni-directional, or similar to that of a short-dipole antenna. The significant attenuation

introduced by the concrete floors means, that in many circumstances, lower loss propagation

paths may dominate the received signal on adjacent floors, e.g. diffraction down the outside face

of the building, reflection and scattering from external buildings, and propagation into internal

shafts. Fortunately, many of these propagation mechanisms can be adequately characterised

using simplified ray-optical models. The FDTD simulation results have also been used to

examine optimal base-station deployment strategies to minimise interference throughout the

building, and to explore the possibility that metal shielding could be used to occlude the

dominant interfering paths. The findings reported in this thesis suggest metal shielding could

be very successful if deployed in real buildings, and further research is recommended.

Results present in this thesis indicate many of the propagation mechanisms identified in

two-dimensions still dominate when the geometry is extended to three-dimensions. However,

a direct comparison between the measured sector-averaged path-loss and those predicted with

the FDTD method show significant differences. Generally the FDTD method overestimates the

received power, and in some regions the differences can be greater than 15 dB. This behaviour is

thought to be caused by clutter in the indoor environment, the cumulative effects of which are

observed to significantly attenuate certain propagation paths, thereby altering the dominant

mechanisms, i.e. the FDTD method is incorrectly identifying the dominant propagation paths.

This finding has also been confirmed by comparing streamline visualisations of the Poynting

vector with the simulated (and measured) Rician K-factors. When the clutter is ignored, the

fading envelope for most locations in the building can be characterised by a Rician distribution;

by contrast, clutter in the environment introduces strong multi-path and the fading envelope

is better characterised by a Rayleigh distribution. These findings have significant implications

for the use of deterministic methods (e.g. computational electromagnetics) to model the indoor

radio channel, as it suggests a considerably greater level of detail must be included to achieve

the desired accuracy. A feasibility study to statistically characterise the sensitivity of the results

to the input parameters—by combining a Monte-Carlo approach with the FDTD method—was

shown to yield useful results.

In the century since the first demonstration of radio-waves to carry information, a multitude

of technological advancements have made wireless communications a ubiquitous part of the

modern world. The increasing demand for wireless access is likely to drive technological devel-

opments in the foreseeable future. However, the propagation of radio-waves remains the integral

part of any wireless technology. Propagation within buildings is difficult to model experimen-

tally, and consequently this thesis has focused on applying computational electromagnetics to

investigate and characterise the indoor radio channel. The results presented herein may find

application in the deployment of existing wireless systems, or help guide the development of

future technologies.



Appendix A

FDTD Update Equations

In the case where ∆x = ∆y = ∆z = ∆, four terms can be defined, namely
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and the FDTD update equations can be written as
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] (A.1)

Ey

∣

∣

n+0.5

i,j+0.5,k
= c1|i,j+0.5,k × Ey

∣

∣

n−0.5

i,j+0.5,k
+ c2|i,j+0.5,k ×

[

Hx

∣

∣

n

i,j+0.5,k+0.5

−Hx

∣

∣

n

i,j+0.5,k−0.5
−Hz

∣

∣

n

i+0.5,j+0.5,k
+Hz

∣

∣

n

i−0.5,j+0.5,k

] (A.2)

Ez

∣

∣

n+0.5

i,j,k+0.5
= c1|i,j,k+0.5 × Ez

∣

∣

n−0.5

i,j,k+0.5
+ c2|i,j,k+0.5 ×

[

Hy

∣

∣

n

i+0.5,j,k+0.5

−Hy

∣

∣

n

i−0.5,j,k+0.5
−Hx

∣

∣

n

i,j+0.5,k+0.5
+Hx

∣

∣

n

i,j−0.5,k+0.5

] (A.3)

Hx

∣

∣

n+1

i,j+0.5,k+0.5
= c3|i,j+0.5,k+0.5 ×Hx

∣

∣

n

i,j+0.5,k+0.5
+ c4|i,j+0.5,k+0.5

×
[

Ey

∣

∣

n+0.5

i,j+0.5,k+1
− Ey

∣

∣

n+0.5

i,j+0.5,k
−Ez

∣

∣

n+0.5

i,j+1,k+0.5
+ Ez

∣

∣

n+0.5

i,j,k+0.5

] (A.4)

135



136 APPENDIX A. FDTD UPDATE EQUATIONS

Hy

∣

∣

n+1

i+0.5,j,k+0.5
= c3|i+0.5,j,k+0.5 ×Hy

∣

∣

n

i+0.5,j,k+0.5
+ c4|i+0.5,j,k+0.5

×
[

Ez

∣

∣

n+0.5

i+1,j,k+0.5
− Ez

∣

∣

n+0.5

i,j,k+0.5
−Ex

∣

∣

n+0.5

i+0.5,j,k+1
+ Ex

∣

∣

n+0.5

i+0.5,j,k

] (A.5)

Hz

∣

∣

n+1

i+0.5,j+0.5,k
= c3|i+0.5,j+0.5,k ×Hz

∣

∣

n

i+0.5,j+0.5,k
+ c4|i+0.5,j+0.5,k

×
[

Ex

∣

∣

n+0.5

i+0.5,j+1,k
−Ex

∣

∣

n+0.5

i+0.5,j,k
− Ey

∣

∣

n+0.5

i+1,j+0.5,k
+ Ey

∣

∣

n+0.5

i,j+0.5,k

]

.
(A.6)

These equations form the basis of the FDTD method outlined in §4.2



Appendix B

The Uniaxial Perfectly Matched

Layer

B.1 Derivation of the Update Equations

In the frequency domain Maxwell’s equations can be expressed as

∇× Ȟ = jωǫ¯̄s Ě (B.1)

∇× Ě = −jωµ¯̄s Ȟ, (B.2)

where Ǔ represents a field in the frequency domain, j is the imaginary unit, ω is natural

frequency, and ¯̄s is a material tensor characterising the UPML medium.

It can be shown [11, 285–288], that defining ¯̄s as follows, specifies a simultaneously lossy,

uniaxial and anisotropic medium matched to free-space in the edge and corner regions of the

three dimensional computational lattice (in the main problem space ¯̄s reduces to the unit dyad):

¯̄s =















sysz

sx

0 0

0
sxsz

sy

0

0 0
sxsy

sz















, (B.3)

where sx, sy and sz are components of the diagonal elements of ¯̄s, given by

sw = κw +
σw

jωǫ
w ∈ {x, y, z}. (B.4)

The terms κw and σw are expressed as one-dimensional functions,

κw(w) =

{

κ′w(w) w ≤ wmin, w ≥ wmax

1 wmin < w < wmax

σw(w) =

{

σ′
w(w) w ≤ wmin, w ≥ wmax

0 wmin < w < wmax

.

To reduce spurious reflections at the PML interface, the UPML parameters σ′(w) and κ′(w)
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are graded within the PML [11, pp. 292–294] [71], starting with low values at the interface and

reaching a maximum after 10–15 cells. The UPML implemented in this thesis uses polynomial

grading, given by

σ′
w(w) = σmax

(

w

p

)m

κ′w(w) = 1 + (κmax − 1)

(

w

p

)m

,

where p is the thickness of the UPML and κmax and σmax are the values of κ′w(w) and σ′
w(w)

on the outer boundaries respectively.

Direct substitution of (B.3) and (B.4) into (B.1) would require computationally expensive

time domain convolution. The expression can be simplified by defining appropriate constitutive

equations,

Ďx = ǫ0
sz

sx

Ěx

Ďy = ǫ0
sx

sy

Ěy

Ďz = ǫ0
sy

sz

Ěz. (B.5)

Eqn (B.1) can thus be written as





















∂Ȟz

∂y
− ∂Ȟy

∂z

∂Ȟz

∂y
− ∂Ȟy

∂z

∂Ȟz

∂y
− ∂Ȟy

∂z





















= jω













sy 0 0

0 sz 0

0 0 sx

























Ďx

Ďy

Ďz













. (B.6)

Substituting (B.4) into (B.6) and applying the inverse Fourier transform yields



















∂Hz

∂y
− ∂Hy

∂z

∂Hz

∂y
− ∂Hy

∂z

∂Hz

∂y
− ∂Hy

∂z



















=
∂

∂t













κy 0 0

0 κz 0

0 0 κx

























Dx

Dy

Dz













+
1

ǫ0













σy 0 0

0 σz 0

0 0 σx

























Dx

Dy

Dz













. (B.7)

A similar expression for the magnetic fields can be derived starting from (B.2). The set of

partial differential equations (B.7) can be discretised on the Yee lattice, for example, the update

equation for Dz is

Dz

∣

∣

n+0.5

i,j,k+0.5
=

(

2ǫ0κx − ∆tσx

2ǫ0κx + ∆tσx

)

Dz

∣

∣

n−0.5

i,j,k+0.5
+

(

2ǫ0∆t

2ǫ0κx + ∆tσx

)

×
[

Hy

∣

∣

n

i+0.5,j+0.5,k+0.5
−Hy

∣

∣

n

i−0.5,j+0.5,k+0.5

∆x
−
Hx

∣

∣

n

i,j+0.5,k+0.5
−Hx

∣

∣

n

i,j−0.5,k+0.5

∆y

]

.

(B.8)
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The update equation for Ez is derived by substituting (B.4) in (B.5), giving

[

κz +
σz

jωǫ

]

Ďz = ǫ0

[

κy +
σy

jωǫ

]

Ěx.

Transforming into the time domain yields,

∂

∂t
(κzDz) +

σz

ǫ
Dz = ǫ0

[

∂

∂t
(κyEz) +

σy

ǫ
Ez

]

.

The update equation for the Ez component is then

Ez

∣

∣

n+0.5

i,j,k+0.5
=

(

2ǫ0κy − ∆tσy

2ǫ0κy + ∆tσy

)

Ez

∣

∣

n−0.5

i,j,k+0.5
+

(

1

ǫ (2ǫ0κy + ∆tσy)

)

×
[

(2ǫ0κz + ∆tσz)Dz

∣

∣

n+0.5

i,j,k+0.5
− (2ǫ0κz − ∆tσz)Dz

∣

∣

n−0.5

i,j,k+0.5

]

.

(B.9)

Similar update expressions can be derived for the remaining E, D, H and B field components

and are shown in the following sections. Updating the electric fields in the UPML is now a two

step process, Dz is evaluated using the adjacent magnetic fields components with (B.8), and

Ez is updated using the newly calculated Dz field components with (B.9). The UPML can be

reduced to two dimensions by setting κz = 1, σz = 0 and reducing all ∂
∂z

terms in (B.7) to zero.

It should be noted that the auxiliary fields are only required in the UPML regions [11,

p. 302], and to reduce memory consumption each region should specified separately. However

it is difficult to scale this approach to three dimensions, for example, in the two dimensional

case, fields for 24 auxiliary regions must be specified; in three dimensions this rises to 312.

Furthermore, terminating lossy materials in the UPML requires storage of the U
∣

∣

n−0.5
and

U
∣

∣

n−1.5
field components [11, 290–291], further increasing the computational overhead.

B.2 UPML Update Equations

Defining ψw = 2ǫ0κw + ∆tσw and ρw = 2ǫ0κw − ∆tσw, where w ∈ {x, y, z} and κw and σw

are the UPML parameters defined in section §4.3.1, allows the UPML update equations to be

written as

Dx

∣

∣

n+0.5

i+0.5,j,k
=
ρy

ψy

×Dx

∣

∣

n−0.5

i+0.5,j,k
+

2ǫ0∆t

∆ψy

×
[

Hz

∣

∣

n

i+0.5,j+0.5,k
−Hz

∣

∣

n

i+0.5,j−0.5,k

−Hy

∣

∣

n

i+0.5,j,k+0.5
+Hy

∣

∣

n

i+0.5,j,k−0.5

]

(B.10)

Dy

∣

∣

n+0.5

i,j+0.5,k
=
ρz

ψz

×Dy

∣

∣

n−0.5

i,j+0.5,k
+

2ǫ0∆t

∆ψz

×
[

Hx

∣

∣

n

i,j+0.5,k+0.5
−Hx

∣

∣

n

i,j+0.5,k−0.5

−Hz

∣

∣

n

i+0.5,j+0.5,k
+Hz

∣

∣

n

i−0.5,j+0.5,k

]

(B.11)

Dz

∣

∣

n+0.5

i,j,k+0.5
=
ρx

ψx

×Dz

∣

∣

n−0.5

i,j,k+0.5
+

2ǫ0∆t

∆ψx

×
[

Hy

∣
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i+0.5,j,k+0.5
−Hy

∣

∣

n

i−0.5,j,k+0.5

−Hx

∣

∣

n

i,j+0.5,k+0.5
+Hx

∣

∣

n

i,j−0.5,k+0.5

]

(B.12)
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Bx

∣

∣

n+1

i,j+0.5,k+0.5
=
ρy

ψy

×Bx

∣

∣

n

i,j+0.5,k+0.5
+

2ǫ0∆t

∆ψy

×
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∣

∣

n+0.5

i,j+0.5,k+1
− Ey

∣
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i,j+0.5,k

−Ez

∣

∣

n+0.5

i,j+1,k+0.5
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∣

∣

n+0.5

i,j,k+0.5

]

(B.13)
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∣
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∣
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(B.15)

Ex
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n+0.5

i+0.5,j,k
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ρz

ψz

Ex

∣

∣
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1
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×
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(B.16)
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Appendix C

Free-Space Calibration

C.1 Two-Dimensions

In two-dimensional free-space, the fields predicted when exciting the FDTD lattice with a point

source differ from the theoretical Green’s Function (found by solving the two-dimensional scalar

wave equation) by a multiplicative scaling factor, C, that depends on the frequency and cell

size (∆) [100]. A numerical comparison indicates that the effective radius of a point source is

approximately 0.2∆ (over the range λ
5 ≤ ∆ ≤ λ

40 ) [11, p. 175]. The scaling factor (C) to adjust

the FDTD electric field to the theoretical values is thus [100]

C =

∣

∣

∣

∣

j

4
H

(2)
0 (kre)

∣

∣

∣

∣

,

where H
(2)
0 (kre) is the two-dimensional Green’s Function for free-space (Hankel Function of

the second kind), k is the wavenumber and re the effective radius (re ≈ 0.2∆). In order to

make effective comparisons between simulations run at different frequencies, lattice size and

polarisation, the correction factor, C, must be applied.

C.2 Three-Dimensions

As noted in section §5.2.2, to make appropriate comparisons against experimental measure-

ments, the simulated field values must be converted to power (path-loss). In three-dimensions,

the radiation pattern of the dipole antenna complicates a theoretical analysis of this problem.

An alternative approach is to find the appropriate calibration factor via a free-space simulation.

Table C.1 shows the gains required to calibrate the FDTD calculated field results to path-loss

for commonly used lattice sizes and frequencies.

Table C.1: 3D FDTD Lattice Gains (Ez Source)

f (GHz) ∆ (mm) g = GtGr g (dB)

1.0
5 1.80 × 10−4 -37.44
10 1.86 × 10−5 -47.31

1.8
5 1.23 × 10−5 -49.11
10 1.19 × 10−6 -59.24
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Appendix D

Including Details in the

Propagation Environment

D.1 Reinforcing Bars

Metal reinforcing bars (rebar) are often embedded within concrete structures to provide addi-

tional tensile strength; Fig. D.1(a) shows a two-dimensional arrangement of the rebar within the

concrete floors. The square bars with dimensions A×A are modelled as metal (σ
E

= 107 S/m),

positioned in the centre of each slab and spaced s m apart. Fig. D.1(b) shows the steady-state

power (for the Ey component in a TEz lattice) recorded along a line directly under reinforced

and non-reinforced floors; in this case A = 4 cm, T = 0.30 m and s = 0.75 m. Compared to

the slab-only geometry, the addition of rebar is observed to increase scattering, in particular,

deeper fades are visible in the regions directly under the transmitter. Although the rebar alters

the fading distributions, the dominant energy path remains propagation through the floors.

Similar results are obtained when considering TMz polarisation, or varying the dimensions and

spacing. The results presented in Fig. D.1 tend to indicate the presence of metal rebar can be

largely ignored in two-dimensions1. This finding agrees with previous analytical studies (Greens

Function/MoM) [79] and FDTD simulations [77] of metal embedded in dielectric slabs. In both

investigations it was found embedding the rebar contributes towards scatter, however, the net

effect on sector-averaged fields is minimal.

D.2 Hanging Panels

The photograph of the Engineering Tower in Fig. 6.1(a) shows large concrete panels hanging

from the ends of the floors (these panels serve no structural purpose and exist purely as external

decoration). The analysis presented in the section §6.2 shows that (in many circumstances)

energy can propagate down the side of the building via diffraction at the edges of the floors.

Hanging panels, such as those identified in Fig. 6.1(a), could perturb this mechanism, thereby

altering the power received on adjacent (or nearly adjacent) floors.

Fig. D.2(a) and (b) show the steady-state Ez phase (TMz polarisation) recorded at 1.0 GHz

for diffraction over 10 concrete partial-floors (0.2 m thick, with ǫr = 6.0 and σ
E

= 50 mS/m)

1It should be noted that in reality, the rebar forms a three-dimensional mesh, and this aspect will be inves-
tigated in chapter 8.
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Reinforced

Concrete

Transmitter

T

Spacing, s

2.7 m

(a)

0 1 2 3 4 5 6 7 8 9 10
−80

−75

−70

−65

−60

−55

−50

−45

−40

X (m)

−
20

 lo
g 10

 E
z (

dB
)

 

 

Concrete Floors

Concrete Floors and Rebar

(b)

Figure D.1: (a) Depiction of the metal reinforcing bars. (b) Power (in dB) for a TEz polarised
lattice recorded along - - - - with T = 0.30 m and s = 0.75 m.



D.2. HANGING PANELS 145

(a)

(b)

1 2 3 4 5 6 7 8 9 10
30

35

40

45

50

55

60

65

70

75

80

Floors, N

 

 

P
at

h−
Lo

ss
 (

dB
)

Concrete Blocks

Concrete Blocks + Hanging Panels

1/(N+1) + 28.6 dB offset

1/(N+1) + 36.5 dB offset

(c)

Figure D.2: (a) Steady-state Ez phase over 10 concrete floors (with hanging panels included).
(b) Steady-state Ez phase without the hanging panels. (c) Steady-state two-dimensional path-
loss (in dB) recorded at the tip of each floor.
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with and without the hanging panels respectively2. The phase remains radially centred on the

source for 1–3 floor separations; beyond three separations the radial phase pattern is distorted

by the diffracted components (strong reflections from the concrete floors are also present).

Diffraction at the floor vertices is less distinct when the hanging panels are included in the

geometry. This finding is supported by examining the received power. Fig. D.2(b) shows a plot

of the two-dimensional path-loss recorded at the top of each floor. It is observed that the panels

introduce an average 7.9 dB increase in the path-loss. In both cases the FDTD simulated values

agree well with the theoretical field diffracted over N identical co-linear knife edges, given by
1

N+1 [101].

2The FDTD simulation space is 9 m in the y-direction, as sufficient clearance over the top of the diffracting
edges is needed to account for the Fresnel zones.



Appendix E

2.5D Field Expansion

The high computational requirements for the three-dimensional FDTD method necessarily re-

stricts analysis to two-dimensional geometries in many cases. However directly applying the

two-dimensional FDTD method can lead to incorrect conclusions in many circumstances. For

example, in three-dimensions, the Green’s Function is proportional to 1
r
; whereas, in two-

dimensions, the Green’s Function is proportional to H
(2)
0 (kr) (where H

(2)
0 is the zero-th order

Hankel function of the second kind and k is the wave-number), and limr→∞H
(2)
0 (kr) ∝ 1√

r
.

Hence, the power received on longer paths (e.g. reflections from nearby buildings) will be

overestimated with two-dimensional simulations.

However, the two-dimensional simulation results can be extended to pseudo-2.5D by con-

sidering isotropic spreading in the third dimension. This assumes there are no changes to the

geometry in the third dimension. For the electric field, the additional divergence term is 1√
d
,

where d is approximated from the total elapsed time, d = c0t. The spreading term can be

incorporated into the calculation for the steady state magnitude by rewriting (5.2) as

U2.5D
f0

∣

∣

i,j,k
= U2.5D

f0

∣

∣

i,j,k
+

u|ni,j,k√
c0n∆t

exp (−j2πf0n∆t). (E.1)

The approach outlined in (E.1) operates in the time-domain, and consequently is very sensitive

to dispersion error (particularly at longer distances). Fig. E.1 shows the steady-state path-loss

calculated over a distance of 100 m in a two-dimensional TMz FDTD lattice; the Friis equation

and 2.5D FDTD expansion are also shown. It is observed, for distances greater than 3.0 m

(10λ), the distance dependency exponent of the 2.5D FDTD expansion approaches that of the

three-dimensional Friis equation; below 10λ near-field effects dominate.

As observed in Fig. E.1 the dispersion error manifests as an offset in the distance-dependency

curve, and can be calibrated out with an appropriate test-run in free-space, similar to the pro-

cedure outlined in section §5.2.2. Furthermore, the additional divergence term will overestimate

the distance, and hence attenuation, for paths passing through dielectric material1. Therefore,

this approach is only strictly valid in free-space, though the error observed for paths encoun-

tering dielectric material is often small in comparison to the total path-loss.

1The propagation velocity decreases proportional to
√

ǫr, thus increasing the time-delay, and hence the
correction factor applied.
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Figure E.1: Distance dependency relationships for 2D and 2.5D FDTD simulation results and
the Friis equation (Pt = 1.0 W) for f0 = 1.0 GHz and ∆ = 0.01 m in free-space.



Appendix F

Localised Effects of Clutter—An

Illustrative Example

Fig. F.1(a) shows an illustration of the wall and clutter details considered in the detailed

geometry. The path-loss from the vertically-orientated dipole source (located at ×, 1.2 m in

front of the wall) is measured along a line 1.0 m behind the wall. The power is averaged over

3λ to remove any height effects and normalised against the free-space path-loss to determine

the attenuation. Fig. F.1(b) shows the attenuation introduced by various cluttered walls.

In isolation the hollow and solid partitions introduce 0.8 and 1.5 dB attenuation respectively.

The lower attenuation for the hollow walls is expected given the low relative permittivity and

thickness of the gib-board walls. Including the wooden frames, studs and metal shelves perturbs

the fields, but this detail does not significantly alter the attenuation or the dominant energy flow

through the walls. The vertical studs are observed to cast localised radio shadows behind the

partition, for example, the null at y = 1.5 m is caused by propagation around (and through) a

vertical stud. Interesting, the behaviour introduced by the studs persist even as further details,

such as the bookshelves, are added. When the lossy dielectric books are included, the average

attenuation increases to 5.8 dB. These results suggest that to accurately predict propagation in

the presence of clutter, some way of characterising the location and properties of the internal

detail becomes increasingly important.
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Appendix G

Inter-floor Propagation: Basic

Geometry

Plots of the path-loss on horizontal slices through the detailed geometry have been presented in

section §8.4. This appendix presents similar slices through the path-loss for the basic internal

geometry. Fig. G.1 shows the path-loss (a) one floor, and (b) two floors above the transmitter.

Similar to the findings made for the detailed geometry, many of the same-floor propagation

mechanisms continue to dominate when the transceiver separation is increased by one or two

floors. For example, in G.1(a) and (b), strong specular reflections from the glass windows

are observed, and remain the dominant propagation mechanism for regions shadowed by the

services shaft.
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Figure G.1: FDTD simulated path-loss on horizontal slices through the basic geometry.
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Figure G.1: FDTD simulated path-loss on horizontal slices through the basic geometry.



Appendix H

Path-Loss versus Distance

In section §8.6, it was observed that the average floor attenuation remained relatively constant

propagating through either one or two floors. However, it was noted in Table 8.1 that the floor

attenuation depends on the position of the transmitter relative to the receiver and the cen-

tral services shaft. In particular, the additional floor attenuation decreased when propagating

through two floors for points shadowed by the shaft. It was also observed that in lit regions the

floor attenuation remained constant. Similar observations were also made for the experimental

dataset. This appendix presents scatter plots of the path-loss versus distance, where the lit and

shadowed regions have been separated.
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Figure H.1: Path-loss versus distance for the basic geometry. In lit regions, the FAF is constant
for both floors, but is observed to decrease in the shadowed regions.
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Figure H.3: Path-loss versus distance for 1.8 GHz experimental measurements in the Engineer-
ing tower. The decrease in FAF for shadowed regions is also observed.



Appendix I

Monte Carlo Sensitivity

Analysis—2D Feasibility Study

As previously noted, RF propagation within buildings can be strongly affected by the geometry

and material properties. The large variations in path-loss can make it difficult to develop appro-

priate models to characterise the indoor radio channel. One way of determining the sensitivity

of the propagation model to the parameters is via a Monte Carlo analysis—where the input

parameter set is varied randomly for a fixed number of trials. However, the high computational

costs of the FDTD method generally restricts Monte-Carlo analysis to two-dimensions [98] at

lower frequencies. In this feasibility study a two-dimensional parallel implementation of the

FDTD method is used to estimate the sensitivity of a mechanistic model to variations in the

material properties.

A floor plan of the geometry—identifying the concrete services shaft, glass exterior windows

and gib-board internal partitions—is shown in Fig. I.1. The frequency is fixed at 1.0 GHz, and

the location of the transmitter is indicated by ×. One hundred trials (for a TMz polarised lat-

tice) are considered, and in each case the six parameters are randomly drawn from independent

uniform distributions, with the range indicated in Table I.1. The FDTD simulation of each

trial requires 2.5 GB of memory, and on a parallel cluster with 20 processors allocated the wall

time is 10 minutes/simulation to reach an approximate steady-state (15,000 time-steps).

Table I.1: Monte Carlo Parameters

Range

Concrete
ǫr 1.0–6.0
σ

E
0–100 mS/m

Glass
ǫr 1.0–6.0
σ

E
0–10 mS/m

Gib-board
ǫr 1.0–6.0
σ

E
0–10 mS/m

As before, the sector-averaged path-loss is calculated over a 3λ × 3λ area, and fitted to a

distance dependency relationship, given by

PL = 10 × n log10(d) + β,

155



156 APPENDIX I. MONTE CARLO SENSITIVITY ANALYSIS

0 2 4 6 8 10 12 14 16 18
0

2

4

6

8

10

12

14

16

18

X (m)

Y
 (

m
)

Concrete

Gib−Board

Glass

Figure I.1: Floor plan of the geometry considered with salient features labelled. The location
of the transmitter is identified with ×.

where d is the transmitter-receiver separation distance, n is the distance dependency exponent,

and β is the offset1. It should be noted that sectors located within the central services shaft

have been excluded from the analysis.

Fig. I.2(a)–(f) shows scatter plots of n against the six parameters considered. It is observed

that n is dependent on the glass permittivity and (to a certain extent) the concrete conductivity;

n is largely independent of the other parameters. In particular, n is observed to decrease with

increasing glass permittivity and increase with concrete conductivity (for σ
E
< 20 mS/m).

Propagation to regions shadowed by the central services shaft is known to be strongly influenced

by specular reflections from the glass. The reflection coefficient from a dielectric slab (for TMz

lattice polarisation) increases with the material permittivity [82, p. 188]. Stronger reflections

deliver greater power to the shadowed regions, thereby decreasing the distance dependency

exponent. Similarly, for low values of concrete conductivity, the dominant propagation path is

through the services shaft. As the conductivity increases, these paths are attenuated, and n

increases. However, beyond 20 mS/m, n is largely independent of the concrete conductivity (at

this stage, reflections from the glass dominate propagation into the shadowed regions).

1In an empirical model β would represent the free-space loss at a reference distance from the transmitting
antenna.
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